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Abstract

Welcome to the Ubuntu Server Guide! It contains information on how to install and configure various server applications
on your Ubuntu system to fit your needs. It is a step-by-step, task-oriented guide for configuring and customizing your
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Chapter 1. Introduction

Welcome to the Ubuntu Server Guide!

Here you can find information on how to install and configure various server applications. It is a step-by-step,
task-oriented guide for configuring and customizing your system.

This guide assumes you have a basic understanding of your Ubuntu system. Some installation details are
covered in Chapter 2, Installation [p. 3], but if you need detailed instructions installing Ubuntu please
refer to the Ubuntu Installation Guide®.

A HTML version of the manual is available online at the Ubuntu Documentation website?.

1 https://hel p.ubuntu.com/18.04/install ation-guide/
2 https://help.ubuntu.com
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Introduction

1. Support

There are a couple of different ways that Ubuntu Server Edition is supported: commercial support and
community support. The main commercial support (and development funding) is available from Canonical,
Ltd. They supply reasonably- priced support contracts on a per desktop or per server basis. For more
information see the Ubuntu Advantage® page.

Community support is also provided by dedicated individuals and companies that wish to make Ubuntu the
best distribution possible. Support is provided through multiple mailing lists, IRC channels, forums, blogs,
wikis, etc. The large amount of information available can be overwhelming, but a good search engine query
can usually provide an answer to your questions. See the Ubuntu Support* page for more information.

3 http://www.ubuntu.com/management
4 http://www.ubuntu.com/support
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Chapter 2. Installation

This chapter provides a quick overview of installing Ubuntu 18.04 LTS Server Edition. For more detailed
instructions, please refer to the Ubuntu Installation Guide®.

1 https://hel p.ubuntu.com/18.04/install ation-guide/
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Installation

1. Preparing to I nstall

This section explains various aspects to consider before starting the installation.

1.1. System Requirements

Ubuntu 18.04 LTS Server Edition supports four (4) mgjor architectures: AMD64, ARM, POWERS,
LinuxONE and z Systems (although this manual does not cover installation on LinuxONE or z Systems, see
the dedicated guide’ for that).

Ubuntu Server 18.04 LTS introduces a new installer, the "live server" installer (sometimes called "Ubiquity
for Servers' or simply "subiquity") which provides amore user friendly and faster installation experience.

At the time of writing it only supports amd64 processors and does not support LVM or RAID or other more
sophisticated storage options, nor does it support reusing existing partitions on the disks of the system you are
installing. It also requires access to the Ubuntu archive, possibly viaa proxy. The previous, debian-installer
based, installer is still available if these restrictions mean you can't use the live server installer.

The table below lists recommended hardware specifications. Depending on your needs, you might manage
with less than this. However, most users risk being frustrated if they ignore these suggestions.

Table 2.1. Recommended Minimum Requirements

Hard Drive Space
Install Type Install Method [CPU RAM
Base System All TasksInstalled
Server debian-installer |1 gigahertz 512 megabytes |1.5 gigabyte 2.5 gigabytes
(Standard) live server 1 gigahertz 1 gigabyte 1.5gigabyte  |n/a
(amd64 only)
Server debian-installer |300 megahertz |384 megabytes |1.5gigabytes |2.5 gigabytes
(Minimal)

The Server Edition provides a common base for all sorts of server applications. It isaminimalist design
providing aplatform for the desired services, such asfile/print services, web hosting, email hosting, etc.

1.2. Server and Desktop Differences

There are afew differences between the Ubuntu Server Edition and the Ubuntu Desktop Edition. It should be
noted that both editions use the same apt repositories, making it just as easy to install a server application on
the Desktop Edition asit is on the Server Edition.

The differences between the two editions are the lack of an X window environment in the Server Edition and
the installation process.

2 https://wiki.ubuntu.com/S390X/InstallationGuide
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Installation

1.2.1. Kernel Differences:

Ubuntu version 10.10 and prior, actually had different kernels for the server and desktop editions. Ubuntu no
longer has separate -server and -generic kernel flavors. These have been merged into a single -generic kernel
flavor to help reduce the maintenance burden over the life of the release.

When running a 64-hit version of Ubuntu on 64-bit processors you are not limited by memory
addressing space.

To seedl kernel configuration options you can look through / boot / conf i g- 4. 14. 0- ser ver . Also, Linux
Kernel in a Nutshell® is a great resource on the options available.

1.3. Backing Up

» Beforeinstalling Ubuntu Server Edition you should make sure all data on the system is backed up. See
Chapter 19, Backups[p. 323] for backup options.

If thisis not the first time an operating system has been installed on your computer, it islikely you will
need to re-partition your disk to make room for Ubuntu.

Any time you partition your disk, you should be prepared to lose everything on the disk should you make a
mistake or something goes wrong during partitioning. The programs used in installation are quite reliable,
most have seen years of use, but they also perform destructive actions.

3 http://www.kroah.com/Ikn/
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Installation

2. Installing using the live server installer

The basic steps to install Ubuntu Server Edition are the same as those for installing any operating system.
Unlike the Desktop Edition, the Server Edition does not include a graphical installation program. The Live
Server installer uses a text-based console interface which runs on the default virtual console. The interface can
be entirely driven by the enter, up and down arrow keys (with some occasional typing).

If you need to at any time during the installation you can switch to a different console (by pressing Ctrl-Alt-
F<n> or Ctrl-Alt-Right) to get accessto a shell. Up until the point where the installation begins, you can use
the "back" buttons to go back to previous screens and choose different options.

« Download the appropriate 1SO file from the Ubuntu web site®.
» Boot the system from media (e.g. USB key) containing the ISO file.
» At the boot prompt you will be asked to select alanguage.

» From the main boot menu there are some additional optionsto install Ubuntu Server Edition. Y ou can
install abasic Ubuntu Server, check the installation mediafor defects, check the system's RAM, or boot
from first hard disk. Therest of this section will cover the basic Ubuntu Server install.

» After booting into the installer, it will ask you which language to use.

* Next, the installation process begins by asking for your keyboard layout. Y ou can ask theinstaller to
attempt auto-detecting it, or you can select it manually from alist. Later stages of the installation will
require you to type ASCII characters, so if the layout you select does not allow that, you will be prompted
for akey combination to switch between alayout that does and the one you select. The default keystroke
for thisis Alt + Shift.

* Next, theinstaler offersthe choice to install the system as a vanilla Ubuntu server, a MAAS’ bare-metal
cloud rack controller or aMAAS’ region controller. If you select one of the MAAS options you will be
asked for some details.

» Theinstaller configures the network to run DHCP on each network interface. If thisis not sufficient to get
access to the internet you should configure at least one interface manually. Select an interface to configure
it.

« If the Ubuntu archive can only be accessed via a proxy in your environment, it can be entered on the next
screen. Leave the field blank if it is not required.

* You can then chooseto let the installer use an entire disk or configure the partitioning manually. The first
disk you create a partition on will be selected as the boot disk and have an extra partition created on it to
contain the bootloader; you can move the boot partition to a different drive with the "Select as boot disk”
button.

Once you move on from this screen, the installation progress will begin. It will not be possible to move
back to this or previous screens and any data on the disks you have configured the installer to use will be
lost.

4 http://www.ubuntu.com/downl oad/server/download
5 https://maas.io
6 https://maas.io
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Installation

» The next screen configures the initial user for the system. Y ou can import SSH keys from Launchpad or
Github but a password is till required to be set, as this user will have root access through the sudo utility.

» Thefinal screen shows the progress of the installer. Once the installation has completed, you will be
prompted to reboot into your newly installed system.



Installation

3. Installation using debian-installer

The basic steps to install Ubuntu Server Edition are the same as those for installing any operating system.
Unlike the Desktop Edition, the Server Edition does not include a graphical installation program. The debian-
installer installer uses a console menu based process instead.

« Download the appropriate 1SO file from the Ubuntu web site’.
» Boot the system from media (e.g. USB key) containing the | SO file.
» At the boot prompt you will be asked to select alanguage.

» From the main boot menu there are some additional optionsto install Ubuntu Server Edition. Y ou can
install a basic Ubuntu Server, check the CD-ROM for defects, check the system's RAM, boot from first
hard disk, or rescue a broken system. The rest of this section will cover the basic Ubuntu Server install.

» Theinstaller asks which language it should use. Afterwards, you are asked to select your location.

» Next, the installation process begins by asking for your keyboard layout. Y ou can ask the installer to
attempt auto-detecting it, or you can select it manually from alist.

» Theinstaller then discovers your hardware configuration, and configures the network settings using
DHCP. If you do not wish to use DHCP at the next screen choose "Go Back", and you have the option to
"Configure the network manually".

* Next, theinstaller asks for the system's hostname.

» A new user is set up; this user will have root access through the sudo utility.

» After the user settings have been completed, you will be asked if you want to encrypt your hone directory.
* Next, theinstaller asks for the system's Time Zone.

* You can then choose from several options to configure the hard drive layout. Afterwards you are asked
which disk to install to. Y ou may get confirmation prompts before rewriting the partition table or setting
up LVM depending on disk layout. If you choose LVM, you will be asked for the size of the root logical
volume. For advanced disk options see Section 5, “ Advanced Installation” [p. 12].

» The Ubuntu base system isthen installed.

» The next step in theinstallation processis to decide how you want to update the system. There are three
options:
» No automatic updates: this requires an administrator to log into the machine and manually install

updates.

* Install security updates automatically: thiswill install the unattended-upgrades package, which will
install security updates without the intervention of an administrator. For more details see Section 5,
“ Automatic Updates” [p. 34].

» Manage the systemwith Landscape: Landscape is a paid service provided by Canonical to help manage
your Ubuntu machines. See the Landscape® site for details.

7 http://www.ubuntu.com/downl oad/server/downl oad
8 http://landscape.canonical .com/
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* You now havethe option to install, or not install, several package tasks. See Section 3.1, “ Package
Tasks’ [p. 9] for details. Also, there is an option to launch aptitude to choose specific packages to
install. For more information see Section 4, “ Aptitude” [p. 32].

» Finaly, thelast step before rebooting is to set the clock to UTC.

If at any point during installation you are not satisfied by the default setting, use the "Go Back”
function at any prompt to be brought to a detailed installation menu that will allow you to modify the
default settings.

At some point during the installation process you may want to read the help screen provided by the
installation system. To do this, press F1.

Once again, for detailed instructions see the Ubuntu Installation Guide®.

3.1. Package Tasks

During the Server Edition installation you have the option of installing additional packages. The packages are
grouped by the type of service they provide.

* DNSserver: Selectsthe BIND DNS server and its documentation.

* LAMP server: Selects aready-made Linux/Apache/MySQL/PHP server.

» Mail server: Thistask selects avariety of packages useful for ageneral purpose mail server system.
» OpenSSH server: Selects packages needed for an OpenSSH server.

» PostgreSQL database: Thistask selects client and server packages for the PostgreSQL database.
 Print server: Thistask sets up your system to be a print server.

» Samba File server: Thistask sets up your system to be a Sambafile server, which is especially suitablein
networks with both Windows and Linux systems.

e Tomcat Java server: Installs Apache Tomcat and needed dependencies.
* Virtual Machine host: Includes packages needed to run KVM virtual machines.
» Manually select packages. Executes aptitude allowing you to individually select packages.

Installing the package groups is accomplished using the tasksel utility. One of the important differences
between Ubuntu (or Debian) and other GNU/Linux distribution is that, when installed, a package is also
configured to reasonable defaults, eventually prompting you for additional required information. Likewise,
when installing atask, the packages are not only installed, but also configured to provided a fully integrated
service.

Once the installation process has finished you can view alist of available tasks by entering the following from
aterminal prompt:

tasksel --1list-tasks

9 https://hel p.ubuntu.com/18.04/install ation-guide/
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The output will list tasks from other Ubuntu based distributions such as Kubuntu and Edubuntu.
Note that you can also invoke the tasksel command by itself, which will bring up a menu of the
different tasks available.

Y ou can view alist of which packages are installed with each task using the --task-packages option. For
example, to list the packages installed with the DNS Server task enter the following:
t asksel --task-packages dns-server

The output of the command should list:

bi nd9- doc

bi nd9utils

bi nd9

If you did not install one of the tasks during the installation process, but for example you decide to make your
new LAMP server aDNS server aswell, simply insert the installation media and from aterminal:

sudo tasksel install dns-server

10
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4. Upgrading

There are several ways to upgrade from one Ubuntu release to another. This section gives an overview of the
recommended upgrade method.

4.1. do-release-upgrade

The recommended way to upgrade a Server Edition installation is to use the do-release-upgrade utility. Part of
the update-manager -core package, it does not have any graphical dependencies and isinstalled by default.

Debian based systems can aso be upgraded by using apt dist-upgrade. However, using do-release-upgrade
is recommended because it has the ability to handle system configuration changes sometimes needed between
releases.

To upgrade to anewer release, from atermina prompt enter:

do-rel ease- upgr ade

It isalso possible to use do-release-upgrade to upgrade to a development version of Ubuntu. To accomplish
this use the -d switch:

do-rel ease-upgrade -d

Upgrading to a devel opment release is not recommended for production environments.

For further stability of a LTS release thereisasglight change in behaviour if you are currently running a
LTSversion. LTS systems are only automatically considered for an upgrade to the next LTS via do-release-
upgrade with the first point release. So for example 14.04 will only upgrade once 16.04.1 isreleased. If you
want to update before, e.g. on a subset of machines to evaluate the LTS upgrade for your setup the same
argument as an upgrade to adev release has to be used viathe -d switch.

11
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5. Advanced | nstallation

5.1. Software RAID

Redundant Array of Independent Disks "RAID" is amethod of using multiple disks to provide different
balances of increasing data reliability and/or increasing input/output performance, depending on the RAID
level being used. RAID isimplemented in either software (where the operating system knows about both
drives and actively maintains both of them) or hardware (where a specia controller makes the OS think there's
only one drive and maintains the drives 'invisibly").

The RAID software included with current versions of Linux (and Ubuntu) is based on the 'mdadm’ driver and
works very well, better even than many so-called 'hardware’ RAID controllers. This section will guide you
through installing Ubuntu Server Edition using two RAID1 partitions on two physical hard drives, one for /
and another for swap.

5.1.1. Partitioning

Follow the installation steps until you get to the Partition disks step, then:

Select Manual as the partition method.

2.  Sdlect thefirst hard drive, and agree to "Create a new empty partition table on this device?".

Repeat this step for each drive you wish to be part of the RAID array.
Select the "FREE SPACE" on thefirst drive then select "Create a hew partition”.

4. Next, select the Sze of the partition. This partition will be the swap partition, and ageneral rule for swap
sizeistwice that of RAM. Enter the partition size, then choose Primary, then Beginning.

A swap partition size of twice the available RAM capacity may not always be desirable,
especially on systems with large amounts of RAM. Calculating the swap partition size for
serversis highly dependent on how the system is going to be used.

5. Selectthe"Useas:" line at the top. By default thisis"Ext4 journaling file system”, change that to
"physical volume for RAID" then "Done setting up partition”.

6. For the/ partition once again select "Free Space" on thefirst drive then "Create a new partition".
Use the rest of the free space on the drive and choose Continue, then Primary.

8. Aswith the swap partition, select the"Use as:" line at the top, changing it to "physical volume for
RAID". Also select the "Bootable flag:" line to change the value to "on". Then choose "Done setting up
partition”.

9. Repeat stepsthree through eight for the other disk and partitions.

5.1.2. RAID Configuration

With the partitions setup the arrays are ready to be configured:

1. Back inthe main "Partition Disks' page, select "Configure Software RAID" at the top.
2. Select "yes' to write the changes to disk.
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Choose "Create MD device".

For this example, select "RAID1", but if you are using a different setup choose the appropriate type
(RAIDO RAID1 RAIDS).

In order to use RAID5 you need at least three drives. Using RAIDO or RAID1 only two drives
arerequired.

5. Enter the number of active devices"2", or the amount of hard drives you have, for the array. Then select
"Continue".

6. Next, enter the number of spare devices"0" by default, then choose "Continue'.

Choose which partitions to use. Generally they will be sdal, sdbl, sdcl, etc. The numberswill usually
match and the different letters correspond to different hard drives.

For the swap partition choose sdal and sdbl. Select " Continue" to go to the next step.
8. Repeat stepsthree through seven for the / partition choosing sda2 and sdb2.
9. Once done select "Finish".

5.1.3. Formatting

There should now be alist of hard drives and RAID devices. The next step isto format and set the mount
point for the RAID devices. Treat the RAID device as alocal hard drive, format and mount accordingly.

Select "#1" under the "RAID1 device #0" partition.
Choose "Use as:". Then select "swap area”, then "Done setting up partition”.

Next, select "#1" under the "RAID1 device #1" partition.
Choose "Use as.". Then select "Ext4 journaling file system".

o &~ w0 DR

Then select the "Mount point" and choose "/ - the root file system”. Change any of the other options as
appropriate, then select "Done setting up partition”.

6. Finally, select "Finish partitioning and write changes to disk".

If you choose to place the root partition on a RAID array, the installer will then ask if you would like to boot
in adegraded state. See Section 5.1.4, “ Degraded RAID” [p. 13] for further details.

The installation process will then continue normally.

5.1.4. Degraded RAID

At some point in the life of the computer a disk failure event may occur. When this happens, using Software
RAID, the operating system will place the array into what is known as a degraded state.

If the array has become degraded, due to the chance of data corruption, by default Ubuntu Server Edition

will boot to initramfs after thirty seconds. Once the initramfs has booted there is a fifteen second prompt
giving you the option to go ahead and boot the system, or attempt manual recover. Booting to theinitramfs
prompt may or may not be the desired behavior, especially if the machine isin aremote location. Booting to a
degraded array can be configured several ways:

13
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» The dpkg-reconfigure utility can be used to configure the default behavior, and during the process you
will be queried about additional settings related to the array. Such as monitoring, email alerts, etc. To
reconfigure mdadm enter the following:

sudo dpkg-reconfigure ndadm

» The dpkg-reconfigure mdadm process will changethe/etc/initranfs-tool s/ conf. d/ mdadm
configuration file. The file has the advantage of being able to pre-configure the system's behavior, and can
also be manually edited:

BOOT_DEGRADED=t r ue

The configuration file can be overridden by using a Kernel argument.

» Using aKernel argument will allow the system to boot to a degraded array as well:
» When the server is booting press Shift to open the Grub menu.
» Presseto edit your kernel command options.

» Pressthe down arrow to highlight the kernel line.

Add "bootdegraded=true" (without the quotes) to the end of theline.
e Press Ctrl+x to boot the system.

Once the system has booted you can either repair the array see Section 5.1.5, “ RAID Maintenance” [p. 14]
for details, or copy important data to another machine due to major hardware failure.

5.1.5. RAID Maintenance

The mdadm utility can be used to view the status of an array, add disksto an array, remove disks, €etc:

» Toview the status of an array, from aterminal prompt enter:

sudo ndadm - D /dev/ nd0

The -D tells mdadm to display detailed information about the/ dev/ mdo device. Replace/ dev/ mdo with the
appropriate RAID device.

* Toview the status of adisk in an array:

sudo ndadm - E /dev/sdal

The output if very similar to the mdadm -D command, adjust / dev/ sda1 for each disk.

 If adisk fails and needs to be removed from an array enter:

sudo ndadm --renove /dev/nd0 /dev/sdal

Change/ dev/ ndo and / dev/ sda1l to the appropriate RAID device and disk.
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o Similarly, to add a new disk:

sudo ndadm --add /dev/ nd0 /dev/sdal

Sometimes adisk can change to a faulty state even though there is nothing physically wrong with the drive.
It is usually worthwhile to remove the drive from the array then re-add it. Thiswill cause the drive to re-sync
with the array. If the drive will not sync with the array, it isagood indication of hardware failure.

The/ proc/ nust at file also contains useful information about the system's RAID devices:

cat /proc/nmdstat
Personalities : [linear] [rmultipath] [raidO] [raidl] [raid6] [raid5] [raid4] [raidl0]
md0 : active raidl sdal[0] sdbl[1]

10016384 bl ocks [2/2] [UU

unused devi ces: <none>

The following command is great for watching the status of a syncing drive:

wat ch -nl cat /proc/ndstat
Press Ctrl+c to stop the watch command.

If you do need to replace afaulty drive, after the drive has been replaced and synced, grub will need to be
installed. To install grub on the new drive, enter the following:

sudo grub-install /dev/ndO
Replace/ dev/ nd0 with the appropriate array device name.

5.1.6. Resources

Thetopic of RAID arraysisacomplex one due to the plethora of ways RAID can be configured. Please see
the following links for more information:

 Ubuntu Wiki Articles on RAIDY.
 Software RAID HOWTO™
« Managing RAID on Linux*

5.2. Logical Volume Manager (LVM)

Logical Volume Manger, or LVM, allows administrators to create logical volumes out of one or multiple
physical hard disks. LVM volumes can be created on both software RAID partitions and standard partitions

10 https://hel p.ubuntu.com/community/Installation#raid
n http://www.fags.org/docs/Linux-HOWTO/Software-RAID-HOWTO.html
12 htp:sforeilly.comicatal og/9781565927308/
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residing on asingle disk. Volumes can also be extended, giving greater flexibility to systems as requirements
change.

5.2.1. Overview

A side effect of LVM's power and flexibility is a greater degree of complication. Before diving into the LVM
installation process, it is best to get familiar with some terms.

» Physical Volume (PV): physical hard disk, disk partition or software RAID partition formatted asLVM PV.

» Volume Group (VG): is made from one or more physical volumes. A VG can can be extended by adding
more PVs. A VGislikeavirtual disk drive, from which one or more logical volumes are carved.

» Logical Volume (LV): issimilar to apartitionin anon-LVM system. A LV isformatted with the desired file
system (EXT3, XFS, JFS, etc), it is then available for mounting and data storage.

5.2.2. Installation

As an example this section covers installing Ubuntu Server Edition with/ srv mounted on aLVM volume.
During theinitial install only one Physical Volume (PV) will be part of the Volume Group (VG). Another PV
will be added after install to demonstrate how aVG can be extended.

There are severa installation options for LVM, "Guided - use the entire disk and setup LVM" which will also
allow you to assign a portion of the available space to LVM, "Guided - use entire and setup encrypted LVM",
or Manually setup the partitions and configure LVM. At thistime the only way to configure a system with
both LVM and standard partitions, during installation, is to use the Manual approach.

1. Follow theinstallation steps until you get to the Partition disks step, then:
At the "Partition Disks screen choose "Manual”.

3. Select the hard disk and on the next screen choose "yes' to "Create a new empty partition table on this
device".

4. Next, create standard /boot, swap, and / partitions with whichever filesystem you prefer.
For the LVM /srv, create anew Logical partition. Then change "Use as' to "physical volume for LVM"
then "Done setting up the partition".

6. Now select "Configure the Logical Volume Manager" at the top, and choose "Yes" to write the changes
to disk.

7. Forthe"LVM configuration action" on the next screen, choose " Create volume group”. Enter a name
for the VG such as vg01, or something more descriptive. After entering a name, select the partition
configured for LVM, and choose "Continue".

8. Back at the"LVM configuration action" screen, select "Create logical volume". Select the newly created
volume group, and enter a name for the new LV, for example srv since that is the intended mount point.
Then choose a size, which may be the full partition because it can always be extended later. Choose
"Finish" and you should be back at the main "Partition Disks" screen.

9. Now add afilesystem to the new LV M. Select the partition under "LVM VG vgO1, LV srv", or whatever
name you have chosen, the choose Use as. Setup afile system as normal selecting /srv as the mount
point. Once done, select "Done setting up the partition".
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10. Finally, select "Finish partitioning and write changes to disk". Then confirm the changes and continue
with the rest of the installation.

There are some useful utilities to view information about LVM:
» pvdisplay: shows information about Physical Volumes.
* vgdisplay: shows information about Volume Groups.

* |vdisplay: showsinformation about Logical Volumes.

5.2.3. Extending V olume Groups

Continuing with srv asan LVM volume example, this section covers adding a second hard disk, creating a
Physical Volume (PV), adding it to the volume group (VG), extending the logical volume srv and finally
extending the filesystem. This example assumes a second hard disk has been added to the system. In this
example, this hard disk will be named / dev/ sdb and we will use the entire disk as a physical volume (you
could choose to create partitions and use them as different physical volumes)

Make sure you don't already have an existing / dev/ sdb before issuing the commands below. Y ou
could lose some dataif you issue those commands on a non-empty disk.

1. First, create the physical volume, in aterminal execute:

sudo pvcreate /dev/sdb

2. Now extend the Volume Group (VG):

sudo vgextend vgOl /dev/sdb

3. Usevgdisplay to find out the free physical extents - Free PE / size (the size you can alocate). We will
assume a free size of 511 PE (equivalent to 2GB with a PE size of 4MB) and we will use the whole free
space available. Use your own PE and/or free space.

The Logical Volume (LV) can now be extended by different methods, we will only see how to use the
PE to extend the LV:

sudo | vextend /dev/vg0l/srv -1 +511

The -I option allows the LV to be extended using PE. The -L option allows the LV to be extended using
Meg, Gig, Tera, etc bytes.

4. Eventhough you are supposed to be able to expand an ext3 or ext4 filesystem without unmounting it
first, it may be agood practice to unmount it anyway and check the filesystem, so that you don't mess up
the day you want to reduce alogical volume (in that case unmounting first is compulsory).

The following commands are for an EXT3 or EXT4 filesystem. If you are using another filesystem there
may be other utilities available.
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sudo umount /srv
sudo e2fsck -f /dev/vg0l/srv

The -f option of e2fsck forces checking even if the system seems clean.

5. Finally, resize the filesystem:

sudo resize2fs /dev/vg0l/srv

6.  Now mount the partition and check its size.

mount /dev/vgOl/srv /srv & df -h /srv

5.2.4. Resources
« Seethe Ubuntu Wiki LVM Articles®.
See the LVM HOWTO for more information.

« Another good article is Managing Disk Space with LVM™ on O'Reilly's linuxdevcenter.com site.

« For more information on fdisk see the fdisk man page'.

5.3.1SCS

The iSCSI protocol can be used to install Ubuntu on systems with or without hard disks attached.

5.3.1. Installation on a diskless system

Thefirst steps of adisklessiSCS| installation are identical to the Section 3, “ Installation using debian-
installer” [p. 8] section up to "Hard drive layout".

1. Theinstaler will display awarning with the following message:
No di sk drive was detected. |If you know the nane of the driver needed by your disk
drive, you can select it fromthe list.
2. Selecttheiteminthelist titled login to iSCS targets.
3. You will be prompted to Enter an |P address to scan for iSCSI targets with a description of the format for

the address. Enter the |P address for the location of your iSCS| target and navigate to <continue> then
hit ENTER

4, If authentication isrequired in order to access the iSCSI device, provide the username in the next field.
Otherwise leave it blank.

5. If your system is able to connect to the iISCSI provider, you should see alist of available iSCSI| targets
where the operating system can be installed. The list should be similar to the following :

13 https://hel p.ubuntu.com/community/I nstall ation#vm

14 http://tl dp.org/HOWTOIL VM-HOWTOfindex. htm

15 http://www.linuxdevcenter.com/pub/a/linux/2006/04/27/managing-disk-space-with-lvm.html
16 http://manpages.ubuntu.com/manpages/bi oni c/en/mang/fdisk.8.html

18


https://help.ubuntu.com/community/Installation#lvm
http://tldp.org/HOWTO/LVM-HOWTO/index.html
http://www.linuxdevcenter.com/pub/a/linux/2006/04/27/managing-disk-space-with-lvm.html
http://manpages.ubuntu.com/manpages/bionic/en/man8/fdisk.8.html
https://help.ubuntu.com/community/Installation#lvm
http://tldp.org/HOWTO/LVM-HOWTO/index.html
http://www.linuxdevcenter.com/pub/a/linux/2006/04/27/managing-disk-space-with-lvm.html
http://manpages.ubuntu.com/manpages/bionic/en/man8/fdisk.8.html

Installation

7.

Select the i SCSI targets you wi sh to use.
i SCSI targets on 192.168. 1. 29: 3260:
[ 1 ign.2016-03. TrustyS-iscsitarget:storage. sysO

<Go Back> <Conti nue>

Select the iSCSI target that you want to use with the space bar. Use the arrow keys to navigate to the
target that you want to select.

Navigate to <Continue> and hit ENTER.

If the connection to the iISCSI target is successful, you will be prompted with the [!!] Partition disks
installation menu. The rest of the procedure isidentical to any normal installation on attached disks. Once the
installation is completed, you will be asked to reboot.

5.3.2. Installation on a system with disk attached

Again, the iSCSI installation on anormal server with one or many disks attached is identical to the Section 3,
“Installation using debian-installer” [p. 8] section until we reach the disk partitioning menu. Instead of using
any of the Guided selection, we need to perform the following steps :

1
2
3.
4

Navigate to the Manua menu entry
Select the Configure iSCSI Volumes menu entry
Choose the Log into iSCSI targets

Y ou will be prompted to Enter an IP address to scan for iSCSI targets. with a description of the format
for the address. Enter the | P address and navigate to <continue> then hit ENTER

If authentication is required in order to access the iISCS| device, provide the username in the next field or
leaveit blank.

If your system is able to connect to the iISCSI provider, you should see alist of available iISCSI targets
where the operating system can be installed. The list should be similar to the following :

Sel ect the i SCSI targets you w sh to use.
i SCSI targets on 192.168.1.29: 3260:
[ ] ign.2016-03. TrustyS-iscsitarget: storage.sysO

<Go Back> <Conti nue>

Select the iSCSI target that you want to use with the space bar. Use the arrow keys to navigate to the
target that you want to select

Navigate to <Continue> and hit ENTER.

If successful, you will come back to the menu asking you to Log into iSCSI targets. Navigate to Finish
and hit ENTER
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The newly connected iSCSI disk will appear in the overview section as a device prefixed with SCSI. This
isthe disk that you should select as your installation disk. Once identified, you can choose any of the
partitioning methods.

Depending on your system configuration, there may be other SCSI disks attached to the system.
Be very careful to identify the proper device before proceeding with the installation. Otherwise,
irreversible data loss may result from performing an installation on the wrong disk.

5.3.3. Rebooting to an iSCSI target

The procedure is specific to your hardware platform. As an example, here is how to reboot to your i SCSI
target using iPXE

i PXE> dhcp
Configuring (net0 52:54:00:a4:f2:a9)....... ok
i PXE> sanboot iscsi:192.168.1.29::::iqgn.2016-03. TrustyS-i scsitarget:storage.sys0

If the procedure is successful, you should see the Grub menu appear on the screen.
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6. Kernel Crash Dump

6.1. Introduction

A Kernel Crash Dump refersto a portion of the contents of volatile memory (RAM) that is copied to disk
whenever the execution of the kernel is disrupted. The following events can cause akernel disruption :

» Kernel Panic

» Non Maskable Interrupts (NMI)

» Machine Check Exceptions (MCE)
* Hardwarefailure

* Manual intervention

For some of those events (panic, NMI) the kernel will react automatically and trigger the crash dump
mechanism through kexec. In other situations a manual intervention is required in order to capture the
memory. Whenever one of the above events occurs, it isimportant to find out the root cause in order to
prevent it from happening again. The cause can be determined by inspecting the copied memory contents.

6.2. Kernel Crash Dump Mechanism

When akernel panic occurs, the kernel relies on the kexec mechanism to quickly reboot a new instance of the
kernel in a pre-reserved section of memory that had been allocated when the system booted (see below). This
permits the existing memory areato remain untouched in order to safely copy its contents to storage.

6.3. Installation

The kernel crash dump utility isinstalled with the following command:

sudo apt install |inux-crashdunp

Starting with 16.04, the kernel crash dump mechanism is enabled by default. During the installation,
you will be prompted with the following dialog. Unless chosen otherwise, the kdump mechanism
will be enabled.

If you choose this option, the kdunp-tools nechanismw ||l be enabled. A
reboot is still required in order to enable the crashkernel kernel
par anmet er .

Shoul d kdunp-tools be enabl ed by defaul t?

<Yes> <No>
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If you ever need to manually enable the functionality, you can use the dpkg-reconfigure kdump-tools
command and answer Y es to the question. You can also edit / et ¢/ def aul t / kdunp-t ool s by including the
following line:

USE_KDUMP=1

If areboot has not been done since installation of the linux-crashdump package, areboot will be required in
order to activate the crashkernel= boot parameter. Upon reboot, kdump-tools will be enabled and active.

If you enable kdump-tools after areboot, you will only need to issue the kdump-config load command to
activate the kdump mechanism.

6.4. Configuration

In addition to local dump, it is now possible to use the remote dump functionality to send the kernel crash
dump to aremote server, using either the SSH or NFS protocols.

6.4.1. Local Kernel Crash Dumps

Loca dumps are configured automatically and will remain in use unless aremote protocol is chosen. Many
configuration options exist and are thoroughly documented in the/ et ¢/ def aul t / kdunp-t ool s file.

6.4.2. Remote Kernel Crash Dumps using the SSH protocol

To enable remote dumps using the SSH protocol, the/ et ¢/ def aul t / kdunmp- t ool s must be modified in the
following manner :

# Renote dunp facilities:

# SSH - usernane and hostnanme of the renpte server that will receive the dunp
# and dnesg files.

# SSH KEY - Full path of the ssh private key to be used to login to the renote
# server. use kdunp-config propagate to send the public key to the

# renote server

# HOSTTAG - Select if hostnane of IP address will be used as a prefix to the

# timestanped directory when sending files to the renpte server

# "ip' is the default.

SSH=" ubunt u@dunp- net cr ash”

The only mandatory variable to defineis SSH. It must contain the username and hostname of the remote
server using the format { username} @{ remote server}.

SSH_KEY may be used to provide an existing private key to be used. Otherwise, the kdump-config
propagate command will create a new keypair. The HOSTTAG variable may be used to use the hostname of
the system as a prefix to the remote directory to be created instead of the | P address.

The following example shows how kdump-config propagate is used to create and propagate a new keypair
to the remote server :
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sudo kdunp-config propagate

Need to generate a new ssh key..

The authenticity of host 'kdunp-netcrash (192.168.1.74)"' can't be established.
ECDSA key fingerprint is SHA256: 1 Mp+5Y28ghbd+t evFCW EXykDd4dl 3yN4OVI u3CBBQ4.
Are you sure you want to continue connecting (yes/no)? yes

ubunt u@dunp- net crash's password

propagated ssh key /root/.ssh/kdunp_id_rsa to server ubuntu@dunp-netcrash

The password of the account used on the remote server will be required in order to successfully send the
public key to the server

The kdump-config show command can be used to confirm that kdump is correctly configured to use the SSH
protocol :

kdunp-confi g show

DUMP_ MODE: kdunp

USE_KDUMP: 1

KDUMP_SYSCTL: ker nel . pani c_on_oops=1
KDUMP_COREDI R: /var/crash

crashkernel addr: 0x2c000000
/var/lib/kdunmp/vminuz: synmbolic link to /boot/vminuz-4.4.0-10-generic

kdump initrd
[var/lib/kdunp/initrd.ing: synbolic link to /var/lib/kdunp/initrd.ing-4.4.0-10-generic
SSH: ubunt u@dunp- net crash
SSH_KEY: /root/.ssh/kdunp_id_rsa
HOSTTAG ip
current state: ready to kdunp

6.4.3. Remote Kernel Crash Dumps using the NFS protocol

To enable remote dumps using the NFS protocol, the/ et ¢/ def aul t / kdunp-t ool s must be maodified in the
following manner :

# NFS - Host nane and nount point of the NFS server configured to receive
# the crash dunp. The syntax mnmust be {HOSTNAME}: { MOUNTPO NT}

# (e.g. remote:/var/crash)

#

NFS="kdunp- net crash: /var/crash"

Aswith the SSH protocol, the HOSTTAG variable can be used to replace the IP address by the hostname as
the prefix of the remote directory.

The kdump-config show command can be used to confirm that kdump is correctly configured to use the NFS
protocol :
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kdunp-confi g show

DUMP_ MODE: kdunp

USE_KDUVP: 1

KDUMP_SYSCTL: ker nel . pani c_on_oops=1
KDUMP_CORED! R: /var/crash

crashkernel addr: 0x2c000000
/var/lib/kdunmp/vminuz: synmbolic link to /boot/vminuz-4.4.0-10-generic

kdump initrd:
[var/lib/kdunp/initrd.ing: synbolic link to /var/lib/kdunp/initrd.ing-4.4.0-10-generic
NFS: kdunp- net crash: /var/crash
HOSTTAG host name
current state: ready to kdunp
6.5. Verification

To confirm that the kernel dump mechanism is enabled, there are afew things to verify. First, confirm that the
crashkernel boot parameter is present (note: The following line has been split into two to fit the format of this
document:

cat /proc/cmdline

BOOT_| MAGE=/ vl i nuz- 3. 2. 0-17-server root=/dev/ mapper/Preci seS-root ro
crashker nel =384M 2G 64M 2G-: 128M

The crashkernel parameter has the following syntax:

crashker nel =<r angel>: <si zel>[, <range2>: <si ze2>,...][ @ffset]
range=start-[end] 'start' is inclusive and 'end' is exclusive.

So for the crashkernel parameter found in/ proc/ crdl i ne we would have :

cr ashker nel =384M 2G 64M 2G-: 128M

The above value means:

 if the RAM issmaller than 384M, then don't reserve anything (thisis the "rescue" case)
 if the RAM sizeis between 386M and 2G (exclusive), then reserve 64M

* if the RAM sizeislarger than 2G, then reserve 128M

Second, verify that the kernel has reserved the requested memory areafor the kdump kernel by doing:

dmesg | grep -i crash

[ 0. 000000] Reserving 64MB of nmenmory at 800MB for crashkernel (System RAM 1023MB)
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Finally, as seen previously, the kdump-config show command displays the current status of the kdump-tools
configuration :

kdunp-confi g show

DUMP_ MODE: kdunp

USE_ KDUMP: 1

KDUMP_SYSCTL: kernel . pani c_on_oops=1
KDUMP_COREDI R: /var/crash

crashkernel addr: 0x2c000000
/var/lib/kdunp/vm inuz: synbolic link to /boot/vminuz-4.4.0-10-generic
kdump initrd
/var/lib/kdunp/initrd.inmg: symbolic link to /var/lib/kdunmp/initrd.ing-4.4.0-10-generic
current state: ready to kdunp

kexec conmmand:

/ sbi n/ kexec -p --comrand-|ine="BOOT_|I MAGE=/ vnl i nuz- 4. 4. 0- 10- generi c root=/dev/
mapper/ Vi vi dS--vg-root ro debug break=init consol e=ttyS0, 115200 irqgpol|l maxcpus=1 nousb
syst end. uni t =kdunp-tool s. service" --initrd=/var/lib/kdunp/initrd.inmg /var/lib/kdunp/vminuz

6.6. Testing the Crash Dump Mechanism

Testing the Crash Dump Mechanism will cause a system reboot. In certain situations, this can cause
datalossif the system is under heavy load. If you want to test the mechanism, make sure that the
system isidle or under very light load.

Verify that the SysRQ mechanism is enabled by looking at the value of the/ proc/ sys/ ker nel / sysr g kernel

parameter :

cat /proc/sys/kernel/sysrq

If avalue of Ois returned the dump and then reboot feature is disabled. A value greater than 1 indicates that a
sub-set of sysrq featuresis enabled. See/ et ¢/ sysct | . d/ 10- magi c- sysr q. conf for adetailed description of
the options and the default value. Enable dump then reboot testing with the following command :

sudo sysctl -w kernel.sysrg=1

Once thisis done, you must become roat, as just using sudo will not be sufficient. Asthe root user, you will
have to issue the command echo ¢ > /proc/sysrg-trigger. If you are using a network connection, you will lose
contact with the system. Thisiswhy it is better to do the test while being connected to the system console.
This has the advantage of making the kernel dump process visible.

A typical test output should look like the following :

sudo -s
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[ sudo] password for ubuntu

# echo ¢ > /proc/sysrqg-trigger

[ 31.659002] SysRgq : Trigger a crash

31.659749] BUG unable to handl e kernel NULL pointer dereference at (null)
31.662668] IP: [<ffffffff8139f166>] sysrq_handl e_crash+0x16/0x20

31.662668] PGD 3bfb9067 PUD 368a7067 PVD O

31.662668] Cops: 0002 [#1] SMP

31.662668] CPU 1

—_—— — — —

The rest of the output is truncated, but you should see the system rebooting and somewhere in the log, you
will seethefollowing line:

Begi n: Saving vncore fromkernel crash ...

Once completed, the system will reboot to its normal operational mode. Y ou will then find the Kernel Crash
Dump file, and related subdirectories, inthe/ var/ crash directory :

I's /var/crash
201809240744 kexec_cmd | i nux-image-4. 15. 0- 34- generi c-201809240744. crash

If the dump does not work due to OOM (Out Of Memory) error, then try increasing the amount of reserved
memory by editing / et c/ def aul t/ gr ub. d/ kdunp-t ool s. cf g. For example, to reserve 512 megabytes:

GRUB_CMDLI NE_LI NUX_DEFAULT="$GRUB_CMDLI NE_LI NUX_DEFAULT cr ashker nel =384M : 512M'

run sudo update-grub and then reboot afterwards, and then test again.

6.7. Resources

Kerngl Crash Dump is avast topic that requires good knowledge of the linux kernel. Y ou can find more
information on the topic here :

« Kdump kernel documentation®’.
« The crash tool*®

« Analyzing Linux Kernel Crash'® (Based on Fedora, it still gives a good walkthrough of kernel dump
analysis)

v http://www.kernel .org/doc/Documentation/kdump/kdump.txt
18 http://people.redhat.com/~anderson/
19 http://www.dedoi medo.com/computers/crash-analyze.html
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Chapter 3. Package M anagement

Ubuntu features a comprehensive package management system for installing, upgrading, configuring, and
removing software. In addition to providing access to an organized base of over 45,000 software packages for
your Ubuntu computer, the package management facilities also feature dependency resolution capabilities and
software update checking.

Several tools are available for interacting with Ubuntu's package management system, from simple command-
line utilities which may be easily automated by system administrators, to a simple graphical interface whichis
easy to use by those new to Ubuntu.
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1. Introduction

Ubuntu's package management system is derived from the same system used by the Debian GNU/Linux
distribution. The package files contain all of the necessary files, meta-data, and instructions to implement a
particular functionality or software application on your Ubuntu computer.

Debian package files typically have the extension '.deb', and usually exist in repositories which are collections
of packages found on various media, such as CD-ROM discs, or online. Packages are normally in a pre-
compiled binary format; thus installation is quick, and requires no compiling of software.

Many complex packages use dependencies. Dependencies are additional packages required by the principal
package in order to function properly. For example, the speech synthesis package festival depends upon the
package libasound2, which is a package supplying the ALSA sound library needed for audio playback. In
order for festival to function, it and al of its dependencies must be installed. The software management tools
in Ubuntu will do this automatically.
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2. dpkg

dpkg is a package manager for Debian-based systems. It can install, remove, and build packages, but
unlike other package management systems, it cannot automatically download and install packages or their
dependencies. This section covers using dpkg to manage locally installed packages:

» Tolist all packages installed on the system, from aterminal prompt type:

dpkg -1

» Depending on the amount of packages on your system, this can generate alarge amount of output. Pipe the
output through grep to seeif a specific package isinstalled:
dpkg -1 | grep apache2

Replace apache? with any package name, part of a package name, or other regular expression.

» Tolist thefilesinstalled by a package, in this case the ufw package, enter:

dpkg -L ufw
« |If you are not sure which package installed afile, dpkg -S may be able to tell you. For example:

dpkg -S /etc/host. conf
base-files: /etc/host.conf

The output shows that the/ et ¢/ host . conf belongs to the base-files package.

Many files are automatically generated during the package install process, and even though they
are on the filesystem, dpkg -S may not know which package they belong to.

* Youcaningal alocal .deb file by entering:

sudo dpkg -i zip_3.0-4_i 386. deb

Change zi p_3. 0- 4_i 386. deb to the actual file name of the local .deb file you wish to install.

» Uninstalling a package can be accomplished by:

sudo dpkg -r zip

® Uninstalling packages using dpkg, in most cases, is NOT recommended. It is better to use a
package manager that handles dependencies to ensure that the system isin a consistent state. For
example using dpkg -r zip will remove the zip package, but any packages that depend on it will
il be installed and may no longer function correctly.

For more dpkg options see the man page: man dpkg.
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3. Apt

The apt command is a powerful command-line tool, which works with Ubuntu's Advanced Packaging Tool
(APT) performing such functions as installation of new software packages, upgrade of existing software
packages, updating of the package list index, and even upgrading the entire Ubuntu system.

Being a simple command-line tool, apt has numerous advantages over other package management tools
available in Ubuntu for server administrators. Some of these advantages include ease of use over smple
terminal connections (SSH), and the ability to be used in system administration scripts, which can in turn be
automated by the cron scheduling utility.

Some examples of popular uses for the apt utility:

» |Install a Package: Installation of packages using the apt tool is quite simple. For example, to install the
network scanner nmap, type the following:

sudo apt install nmap

* Remove a Package: Removal of a package (or packages) is aso straightforward. To remove the package
installed in the previous example, type the following:

sudo apt renove nmap

o Multiple Packages: Y ou may specify multiple packages to be installed or removed, separated by
Spaces.

Also, adding the --purge option to apt remaove will remove the package configuration filesaswell. This
may or may not be the desired effect, so use with caution.

» Update the Package | ndex: The APT package index is essentially a database of available packages
from the repositories defined inthe/ et ¢/ apt / sources. | i st fileandinthe/ et c/ apt/sources. list.d
directory. To update the local package index with the latest changes made in the repositories, type the
following:

sudo apt update

» Upgrade Packages: Over time, updated versions of packages currently installed on your computer may
become avail able from the package repositories (for example security updates). To upgrade your system,
first update your package index as outlined above, and then type:

sudo apt upgrade
For information on upgrading to a new Ubuntu release see Section 4, “ Upgrading” [p. 11].

Actions of the apt command, such asinstallation and removal of packages, are logged in the /var/log/dpkg.log
log file.
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For further information about the use of APT, read the comprehensive Debian APT User Manual* or type:

apt help

1 http://www.debian.org/doc/user-manual s#apt-howto
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4. Aptitude

Launching Aptitude with no command-line options, will give you a menu-driven, text-based front-end to
the Advanced Packaging Tool (APT) system. Many of the common package management functions, such
asinstallation, removal, and upgrade, can be performed in Aptitude with single-key commands, which are
typically lowercase |etters.

Aptitude is best suited for use in a non-graphical terminal environment to ensure proper functioning of the
command keys. Y ou may start the menu-driven interface of Aptitude as anormal user by typing the following
command at atermina prompt:

sudo aptitude

When Aptitude starts, you will see amenu bar at the top of the screen and two panes below the menu bar. The
top pane contains package categories, such as New Packages and Not Installed Packages. The bottom pane
contains information related to the packages and package categories.

Using Aptitude for package management is relatively straightforward, and the user interface makes common
tasks simple to perform. The following are examples of common package management functions as performed
in Aptitude:
» Install Packages: To install a package, locate the package viathe Not Installed Packages package category,
by using the keyboard arrow keys and the ENTER key. Highlight the desired package, then press the +
key. The package entry should turn green, indicating that it has been marked for installation. Now press g
to be presented with a summary of package actions. Press g again, and downloading and installation of the
package will commence. When finished, press ENTER, to return to the menu.

» Remove Packages: To remove a package, locate the package via the Installed Packages package category,
by using the keyboard arrow keys and the ENTER key. Highlight the desired package you wish to remove,
then press the - key. The package entry should turn pink, indicating it has been marked for removal. Now
press g to be presented with a summary of package actions. Press g again, and removal of the package will
commence. When finished, press ENTER, to return to the menu.

» Update Package I ndex: To update the package index, ssmply pressthe u key. Updating of the package
index will commence.

» Upgrade Packages: To upgrade packages, perform the update of the package index as detailed above,
and then pressthe U key to mark all packages with updates. Now press g whereby you'll be presented with
asummary of package actions. Press g again, and the download and installation will commence. When
finished, press ENTER, to return to the menu.

The first column of information displayed in the package list in the top pane, when actually viewing packages
lists the current state of the package, and uses the following key to describe the state of the package:

* i: Installed package
 c: Package not installed, but package configuration remains on system

* p: Purged from system
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v: Virtual package
» B: Broken package

u: Unpacked files, but package not yet configured

C: Half-configured - Configuration failed and requires fix
H: Half-installed - Removal failed and requires fix

To exit Aptitude, simply pressthe g key and confirm you wish to exit. Many other functions are available
from the Aptitude menu by pressing the F10 key.

4.1. Command Line Aptitude

Y ou can also use Aptitude as a command-line tool, similar to apt. To install the nmap package with all
necessary dependencies, asin the apt example, you would use the following command:

sudo aptitude install nmap

To remove the same package, you would use the command:

sudo aptitude renmove nnap

Consult the man pages for more details of command line options for Aptitude.
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5. Automatic Updates

The unattended-upgrades package can be used to automatically install updated packages, and can be
configured to update all packages or just install security updates. First, install the package by entering the
following in aterminal:

sudo apt install unattended-upgrades

To configure unattended-upgrades, edit / et ¢/ apt / apt . conf . d/ 50unat t ended- upgr ades and adjust the
following to fit your needs:

Unat t ended- Upgr ade: : Al | owed-Ori gi ns {
"${distro_id}:${di stro_codenane}";
"${distro_id}: ${di stro_codenane}-security";

/1 "${distro_id}: ${di stro_codenane}-updat es";
/1 "${di stro_id}: ${di stro_codenane} - proposed";
/1 "${distro_id}: ${di stro_codenane}-backports";
b

Certain packages can also be blacklisted and therefore will not be automatically updated. To blacklist a
package, add it to the list:

Unat t ended- Upgr ade: : Package- Bl ackl i st {

/1 "vint;

I "1ibc6";

/1 "l'i bc6-dev";
I "1ibc6-i686";
s

The double“ //"” serve as comments, so whatever follows "//" will not be evaluated.

To enable automatic updates, edit / et ¢/ apt / apt . conf . d/ 20aut o- upgr ades and set the appropriate apt
configuration options:

APT: : Peri odi c: : Updat e- Package-Lists "1";

APT: : Peri odi c: : Downl oad- Upgr adeabl e- Packages "1";
APT: : Peri odi c: : Aut ocl eanl nterval "7";

APT: : Peri odi c: : Unat t ended- Upgr ade "1";

The above configuration updates the package list, downloads, and installs available upgrades every day. The
local download archive is cleaned every week. On servers upgraded to newer versions of Ubuntu, depending
on your responses, the file listed above may not be there. In this case, creating a new file of this name should
also work.

Y ou can read more about apt Periodic configuration optionsinthe/ et c/ cron. dai | y/ apt script
header.
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The results of unattended-upgrades will be logged to / var /| og/ unat t ended- upgr ades.

5.1. Notifications

Configuring Unattended-Upgrade::Mail in/ et ¢/ apt / apt . conf . d/ 50unat t ended- upgr ades will enable
unattended-upgrades to email an administrator detailing any packages that need upgrading or have problems.

Another useful package is apticron. apticron will configure a cron job to email an administrator information
about any packages on the system that have updates available, as well asa summary of changesin each
package.

Toinstall the apticron package, in aterminal enter:

sudo apt install apticron

Once the packageisinstalled edit / et ¢/ apti cron/ apti cron. conf, to Set the email address and other options:

EMAI L="r oot @xanpl e. cont
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6. Configuration

Configuration of the Advanced Packaging Tool (APT) system repositoriesis stored inthe/ et ¢/ apt /
sources. | i st fileandthe/ et c/ apt/sources. |ist.d directory. An example of thisfileis referenced here,
aong with information on adding or removing repository references from thefile.

Y ou may edit the file to enable repositories or disable them. For example, to disable the requirement of
inserting the Ubuntu CD-ROM whenever package operations occur, simply comment out the appropriate line
for the CD-ROM, which appears at the top of thefile:

# no nore pronpting for CD ROM pl ease
# deb cdrom [Ubuntu 18.04 _Bionic Beaver_ - Release i386 (20111013.1)]/ bionic main
restricted

6.1. Extra Repositories

In addition to the officially supported package repositories available for Ubuntu, there exist additional
community-maintained repositories which add thousands more packages for potential installation. Two of the
most popular are the Universe and Multiverse repositories. These repositories are not officially supported by
Ubuntu, but because they are maintained by the community they generally provide packages which are safe
for use with your Ubuntu computer.

Packages in the Multiverse repository often have licensing issues that prevent them from being
distributed with a free operating system, and they may beillegal in your locality.

Be advised that neither the Universe or Multiverse repositories contain officially supported
packages. In particular, there may not be security updates for these packages.

Many other package sources are available, sometimes even offering only one package, asin the case of
package sources provided by the developer of asingle application. Y ou should always be very careful and
cautious when using non-standard package sources, however. Research the source and packages carefully
before performing any installation, as some package sources and their packages could render your system
unstable or non-functional in some respects.

By default, the Universe and Multiverse repositories are enabled but if you would like to disable them edit /
etc/ apt/sources. | i st and comment the following lines:

deb http://archive. ubuntu. comf ubuntu bionic universe multiverse
deb-src http://archive. ubuntu. conlubuntu bionic universe multiverse

deb http://us.archive. ubuntu. com ubuntu/ bionic universe
deb-src http://us.archive. ubuntu. confubuntu/ bionic universe
deb http://us.archive. ubuntu. conf ubuntu/ bionic-updates universe

deb-src http://us.archive. ubuntu. confubuntu/ bionic-updates universe

deb http://us.archive. ubuntu. com ubuntu/ bionic nultiverse
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deb-src http://us.archive.ubuntu. com ubuntu/ bionic multiverse
deb http://us.archive. ubuntu. com ubuntu/ bionic-updates mnultiverse
deb-src http://us.archive.ubuntu. com ubuntu/ bionic-updates nultiverse

deb http://security.ubuntu. confubuntu bionic-security universe
deb-src http://security. ubuntu.confubuntu bionic-security universe
deb http://security.ubuntu.com ubuntu bionic-security nultiverse
deb-src http://security. ubuntu. confubuntu bionic-security multiverse
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7. References

Most of the material covered in this chapter is available in man pages, many of which are available online.
« The InstallingSoftware® Ubuntu wiki page has more information.

« For more dpkg details see the dpkg man page®.

The APT HOWTO* and apt man page” contain useful information regarding apt usage.

See the aptitude man page® for more aptitude options.
The Adding Repositories HOWTO (Ubuntu Wiki)’ page contains more details on adding repositories,

2 https://hel p.ubuntu.com/community/InstallingSoftware

3 http://manpages.ubuntu.com/manpages/bionic/en/manl/dpkg.1.html
4 http://www.debian.org/doc/manual §/apt-howto/

5 http://manpages.ubuntu.com/manpages/bionic/en/man8/apt.8.html

6 http://manpages.ubuntu.com/manpages/bi oni c/mand/aptitude.8.html
7 https://hel p.ubuntu.com/community/Repositories’/Ubuntu
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Chapter 4. Networking

Networks consist of two or more devices, such as computer systems, printers, and related equipment
which are connected by either physical cabling or wireless links for the purpose of sharing and distributing
information among the connected devices.

This section provides general and specific information pertaining to networking, including an overview of
network concepts and detailed discussion of popular network protocols.
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1. Networ k Configuration

Ubuntu ships with a number of graphical utilities to configure your network devices. This document is geared
toward server administrators and will focus on managing your network on the command line.

1.1. Ethernet I nterfaces

Ethernet interfaces are identified by the system using predictable network interface names. These names can
appear as enol or enp0s25. However, in some cases an interface may still use the kernel eth# style of naming.

1.1.1. Identify Ethernet Interfaces

To quickly identify all available Ethernet interfaces, you can use the ip command as shown below.

ipa
1: lo: <LOOPBACK, UP, LONER UP> mtu 65536 qdi sc noqueue state UNKNOWN group default glen 1000
I'i nk/ | oopback 00: 00: 00: 00: 00: 00 brd 00: 00: 00: 00: 00: 00
inet 127.0.0.1/8 scope host |lo
valid_Ift forever preferred_|Ift forever
inet6 ::1/128 scope host
valid_Ift forever preferred_|Ift forever
2: enp0s25: <BROADCAST, MULTI CAST, UP, LOAER_UP> mtu 1500 qdi sc noqueue state UP group default
gl en 1000
link/ether 00:16:3e:e2:52:42 brd ff:ff:ff:ff:ff:ff link-netnsid O
inet 10.102.66.200/24 brd 10.102. 66. 255 scope gl obal dynam c et hO
valid_|Ift 3257sec preferred_|ft 3257sec
inet6 fe80::216: 3eff:fee2: 5242/ 64 scope |ink
valid_Ift forever preferred_|Ift forever

Another application that can help identify all network interfaces available to your system is the Ishw
command. This command provides greater details around the hardware capabilities of specific adapters.

In the example below, Ishw shows a single Ethernet interface with the logical name of ethO along with bus
information, driver details and all supported capabilities.

sudo | shw -cl ass network
*- net wor k

description: Ethernet interface
product: Mr26448 [ Connect X EN 10G gE, PCle 2.0 5GI/ s]
vendor: Mellanox Technol ogi es
physical id: 0O
bus info: pci @004: 01: 00.0
| ogi cal name: eth4
version: b0
serial: e4:1d:2d:67:83:56
sl ot: U78CB. 001. WS09KB- P1- C6- T1
size: 10Ghit/s
capacity: 10Ghit/s
width: 64 bits
cl ock: 33MHz
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capabilities: pmvpd nsix pciexpress bus_master cap_list ethernet physical fibre
10000bt -fd

configuration: autonegotiation=off broadcast=yes driver=m x4_en driverversion=4.0-0
dupl ex=full firmvare=2.9.1326 ip=192.168.1.1 |atency=0 |ink=yes mnulticast=yes port=fibre
speed=10CGhit/s

resources: ionenory: 24000-23fff irq: 481 nenory: 3f e200000000- 3f e2000f f f f f
menor y: 240000000000- 240007f f ff ff

1.1.2. Ethernet Interface L ogical Names

Interface logical names can also be configured via a netplan configuration. If you would like control which
interface receives a particular logical name use the match and set-name keys. The match key is used to find

an adapter based on some criterialike MAC address, driver, etc. Then the set-name key can be used to change
the device to the desired logial name.

net wor k:
version: 2
renderer: networkd
et hernets:
et h_| an0:
dhcp4: true
mat ch:
macaddress: 00:11: 22: 33: 44: 55
set-nanme: eth_|an0

1.1.3. Ethernet I nterface Settings

ethtool is aprogram that displays and changes Ethernet card settings such as auto-negotiation, port speed,
duplex mode, and Wake-on-LAN. The following is an example of how to view supported features and
configured settings of an Ethernet interface.

sudo ethtool eth4

Settings for eth4:

Supported ports: [ FIBRE ]

Supported |ink nodes: 10000baseT/ Ful |
Supported pause franme use: No

Supports auto-negotiation: No
Supported FEC nbdes: Not reported
Advertised |ink nodes: 10000baseT/ Ful |
Advertised pause frame use: No
Advertised auto-negotiation: No
Advertised FEC nodes: Not reported
Speed: 10000Md/ s

Dupl ex: Full
Port: FIBRE
PHYAD: O

Transcei ver: internal
Aut o- negoti ation: off
Supports \Wake-on: d
Wake-on: d
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Current nmessage | evel: 0x00000014 (20)
l'ink ifdown
Li nk detected: yes

1.2. IP Addressing

The following section describes the process of configuring your systems | P address and default gateway
needed for communicating on alocal area network and the Internet.

1.2.1. Temporary |P Address Assignment

For temporary network configurations, you can use the ip command which is also found on most other GNU/
Linux operating systems. The ip command allows you to configure settings which take effect immediately,
however they are not persistent and will be lost after a reboot.

To temporarily configure an IP address, you can use the ip command in the following manner. Modify the IP
address and subnet mask to match your network requirements.

sudo i p addr add 10.102.66.200/ 24 dev enp0s25

Theip can then be used to set the link up or down.

ip link set dev enp0s25 up
ip link set dev enp0s25 down

To verify the | P address configuration of enp0s25, you can use the ip command in the following manner.

i p address show dev enp0s25
10: enp0s25: <BROADCAST, MULTI CAST, UP, LOAER_UP> mtu 1500 qdi sc noqueue state UP group default
gl en 1000
link/ether 00:16:3e:e2:52:42 brd ff:ff:ff:ff:ff:ff link-netnsid O
inet 10.102.66.200/24 brd 10.102. 66. 255 scope gl obal dynami c et hO
valid_|ft 2857sec preferred_|ft 2857sec
inet6 fe80::216: 3eff:fee2: 5242/ 64 scope |ink
valid_Ift forever preferred_|ft forever6

To configure a default gateway, you can use the ip command in the following manner. Modify the default
gateway address to match your network requirements.
sudo ip route add default via 10.102.66.1

To verify your default gateway configuration, you can use the ip command in the following manner.

ip route show

default via 10.102.66.1 dev ethO proto dhcp src 10.102.66.200 netric 100
10. 102. 66. 0/ 24 dev ethO proto kernel scope link src 10.102.66.200
10.102.66.1 dev ethO proto dhcp scope link src 10.102.66.200 netric 100
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If you require DNS for your temporary network configuration, you can add DNS server |P addressesin
thefile/etc/resol v. conf. Ingeneral, editing/ et ¢/ resol v. conf directly is not recommanded, but this
isatemporary and non-persistent configuration. The example below shows how to enter two DNS servers
to/etc/resol v. conf, which should be changed to servers appropriate for your network. A more lengthy
description of the proper persistent way to do DNS client configuration isin afollowing section.

naneserver 8.8.8.8

nanmeserver 8.8.4.4

If you no longer need this configuration and wish to purge all IP configuration from an interface, you can use
the ip command with the flush option as shown below.

ip addr flush ethO

Flushing the IP configuration using the ip command does not clear the contents of / et ¢/
resol v. conf . You must remove or modify those entries manually, or re-boot which should also
cause/ etc/ resol v. conf, whichisasymlink to/run/ syst end/ r esol ve/ st ub-resol v. conf , to be
re-written.

1.2.2. Dynamic |P Address Assignment (DHCP Client)

To configure your server to use DHCP for dynamic address assignment, create a netplan configuration in the
file/ et c/ net pl an/ 99_conf i g. yani . The example below assumes you are configuring your first Ethernet
interface identified as enp3s0.

net wor k:
version: 2
renderer: networkd
et hernets:
enp3s0:
dhcp4: true

The configuration can then be applied using the netplan command.

sudo netplan apply

1.2.3. Static |P Address Assignment

To configure your system to use static address assignment, create a netplan configuration in the file/ et ¢/

net pl an/ 99_confi g. yan . The example below assumes you are configuring your first Ethernet interface
identified as eth0. Change the addresses, gateway4, and nameserver s values to meet the requirements of your
network.

net wor k:
version: 2
renderer: networkd
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et hernets:
et hO:
addr esses:
- 10.10.10.2/ 24

gat eway4: 10.10.10.1

nanmeservers:
search: [mydomain, otherdomain]
addresses: [10.10.10.1, 1.1.1.1]

The configuration can then be applied using the netplan command.

sudo netplan apply

1.2.4. Loopback Interface

The loopback interface is identified by the system aslo and has a default | P address of 127.0.0.1. It can be
viewed using the ip command.

ip address show | o
1: lo: <LOOPBACK, UP, LONER UP> mtu 65536 qdi sc noqueue state UNKNOMWN group default glen 1000
I'i nk/ | oopback 00: 00: 00: 00: 00: 00 brd 00: 00: 00: 00: 00: 00
inet 127.0.0.1/8 scope host |lo
valid_Ift forever preferred_|Ift forever
inet6 ::1/128 scope host
valid_Ift forever preferred_|Ift forever

1.3. Name Resolution

Name resolution as it relates to | P networking is the process of mapping | P addresses to hostnames, making it
easier to identify resources on a hetwork. The following section will explain how to properly configure your
system for name resolution using DNS and static hostname records.

1.3.1. DNS Client Configuration

Traditionally, thefile/ et c/ resol v. conf was a static configuration file that rarely needed to be changed or
automatically changed via DCHP client hooks. Systemd-resolved handles name server configuration, and it
should be interacted with through the systemd-r esolve command. Netplan configures systemd-resolved to
generate alist of nameservers and domainsto put in/ et c/ resol v. conf , which isasymlink:

/etc/resolv.conf -> ../run/systend/resol ve/ stub-resol v. conf

To configure the resolver, add the | P addresses of the nameservers that are appropriate for your network to
the netplan configuration file. Y ou can also add an optional DNS suffix search-lists to match your network
domain names. The resulting file might look like the following:

net wor k:
version: 2
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renderer: networkd
et hernets:
enp0s25:
addr esses:
- 192.168. 0. 100/ 24
gat eway4: 192.168.0.1
nameservers:
search: [mydomain, otherdomain]
addresses: [1.1.1.1, 8.8.8.8, 4.4.4.4]

The search option can also be used with multiple domain names so that DNS queries will be appended in
the order in which they are entered. For example, your network may have multiple sub-domains to search; a
parent domain of example.com, and two sub-domains, sales.example.com and dev.example.com.

If you have multiple domains you wish to search, your configuration might ook like the following:

net wor k:
version: 2
renderer: networkd
et hernet s:
enp0s25:
addr esses:
- 192.168. 0. 100/ 24
gat eway4: 192.168.0.1
nanmeservers:
search: [exanpl e.com sal es. exanple.com dev.exanple. conj
addresses: [1.1.1.1, 8.8.8.8, 4.4.4.4]

If you try to ping a host with the name of serverl, your system will automatically query DNSfor its Fully
Qualified Domain Name (FQDN) in the following order:

1. serverl.example.com

2. serverl.sales.example.com

3. serverl.dev.example.com
If no matches are found, the DNS server will provide aresult of notfound and the DNS query will fail.

1.3.2. Static Hostnames

Static hostnames are locally defined hosthame-to-IP mappings located in thefile/ et ¢/ host s. Entriesin
the host s file will have precedence over DNS by default. This meansthat if your system tries to resolve
a hostname and it matches an entry in /etc/hosts, it will not attempt to ook up the record in DNS. In some
configurations, especially when Internet access is not required, servers that communicate with alimited
number of resources can be conveniently set to use static hostnames instead of DNS.

The following is an example of ahost s file where a number of local servers have been identified by simple
hostnames, aliases and their equivalent Fully Qualified Domain Names (FQDN'S).
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127.0.0.1 | ocal host

127.0. 1.1 ubuntu-server

10.0.0. 11 serverl serverl. exanpl e.com vpn

10.0.0. 12 server2 server2. exanpl e. com mai |
10. 0. 0. 13 server3 server 3. exanpl e. com ww
10.0.0. 14 server4 server4.exanple.comfile

In the above example, notice that each of the servers have been given aliasesin addition to their
proper names and FQDN's. Server1 has been mapped to the name vpn, server?2 is referred to as mail,
server3 as www, and server4 asfile.

1.3.3. Name Service Switch Configuration

The order in which your system selects a method of resolving hostnames to | P addresses is controlled by the
Name Service Switch (NSS) configuration file/ et ¢/ nsswi t ch. conf . As mentioned in the previous section,
typically static hostnames defined in the systems/ et ¢/ host s file have precedence over names resolved from
DNS. Thefollowing is an example of the line responsible for this order of hosthame lookupsin thefile/ et ¢/

nsswi tch. conf.

host s: files mdns4_mi ni mal [ NOTFOUND=r et urn] dns ndns4

« filesfirst triesto resolve static hostnames located in/ et ¢/ host s.
* mdns4_minimal attempts to resolve the name using Multicast DNS.

» [NOTFOUND=return] meansthat any response of notfound by the preceding mdns4_minimal process
should be treated as authoritative and that the system should not try to continue hunting for an answer.

» dnsrepresents alegacy unicast DNS query.
» mdns4 represents a Multicast DNS query.

To modify the order of the above mentioned name resolution methods, you can simply change the hosts:
string to the value of your choosing. For example, if you prefer to use legacy Unicast DNS versus Multicast
DNS, you can change the stringin/ et c/ nsswi t ch. conf as shown below.

host s: files dns [ NOTFOUND=r eturn] ndns4_mi ni mal ndns4

1.4. Bridging

Bridging multiple interfaces is a more advanced configuration, but is very useful in multiple scenarios. One
scenario is setting up a bridge with multiple network interfaces, then using afirewall to filter traffic between
two network segments. Another scenario is using bridge on a system with one interface to allow virtual
machines direct access to the outside network. The following example covers the latter scenario.

Configure the bridge by editing your netplan configuration found in/ et ¢/ net pl an/ :

net wor k:
version: 2
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renderer: networkd
et hernets:
enp3s0:
dhcp4: no
bri dges:
br 0:
dhcp4: yes
interfaces:
- enp3s0

Enter the appropriate values for your physical interface and network.

Now apply the configuration to enable the bridge:

sudo netpl an apply

The new bridge interface should now be up and running. The brctl provides useful information about the state
of the bridge, controls which interfaces are part of the bridge, etc. See man brctl for more information.

1.5. Resources

« The Ubuntu Wiki Network page® has links to articles covering more advanced network configuration.
« The netplan website” has additional examples and documentation.

« The netplan man page® has more information on netplan.

« The systemd-resolve man page® has details on systemd-resolve command.

* The systemd-resolved man page® has more information on systemd-resolved service.

« For more information on bridging see the netplan.io examples page® and the Linux Foundation's
Networking-Bridge’ page.

1 https://hel p.ubuntu.com/community/Network

2 https.//netplan.io

3 http://manpages.ubuntu.com/manpages/man5/netplan.5.html

4 http://manpages.ubuntu.com/manpages/manl/systemd-resolve.1.html

5 http://manpages.ubuntu.com/manpages/mang/systemd-resolved.8.html

6 https://netplan.io/examples

7 http://www.linuxfoundation.org/collaborate/workgroups/networking/bridge
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2. TCP/IP

The Transmission Control Protocol and Internet Protocol (TCP/IP) is a standard set of protocols developed in
the late 1970s by the Defense Advanced Research Projects Agency (DARPA) as a means of communication

between different types of computers and computer networks. TCP/IP is the driving force of the Internet, and

thusit is the most popular set of network protocols on Earth.

2.1. TCP/IP Introduction

The two protocol components of TCP/IP deal with different aspects of computer networking. I nternet
Protocol, the "IP" of TCP/IP is a connectionless protocol which deals only with network packet routing using
the IP Datagram as the basic unit of networking information. The IP Datagram consists of a header followed
by amessage. The Transmission Control Protocol isthe"TCP" of TCP/IP and enables network hosts to
establish connections which may be used to exchange data streams. TCP also guarantees that the data between

connectionsis delivered and that it arrives at one network host in the same order as sent from another network
host.

2.2. TCP/IP Configuration

The TCP/IP protocol configuration consists of several elements which must be set by editing the appropriate
configuration files, or deploying solutions such as the Dynamic Host Configuration Protocol (DHCP) server

which in turn, can be configured to provide the proper TCP/IP configuration settings to network clients

automatically. These configuration values must be set correctly in order to facilitate the proper network
operation of your Ubuntu system.

The common configuration elements of TCP/IP and their purposes are as follows:

» |P address The IP address is a unique identifying string expressed as four decimal numbers ranging

from zero (0) to two-hundred and fifty-five (255), separated by periods, with each of the four numbers
representing eight (8) bits of the address for atotal length of thirty-two (32) bits for the whole address. This
format is called dotted quad notation.

Netmask The Subnet Mask (or simply, netmask) isalocal bit mask, or set of flags which separate the
portions of an | P address significant to the network from the bits significant to the subnetwork. For
example, in a Class C network, the standard netmask is 255.255.255.0 which masks the first three bytes
of the IP address and allows the last byte of the IP address to remain available for specifying hosts on the
subnetwork.

Networ k Address The Network Address represents the bytes comprising the network portion of an IP
address. For example, the host 12.128.1.2 in a Class A network would use 12.0.0.0 as the network address,
where twelve (12) represents the first byte of the IP address, (the network part) and zeroes (0) in al of the
remaining three bytes to represent the potential host values. A network host using the private | P address
192.168.1.100 would in turn use a Network Address of 192.168.1.0, which specifies the first three bytes of
the Class C 192.168.1 network and a zero (0) for al the possible hosts on the network.

Broadcast Address The Broadcast Addressis an | P address which alows network data to be sent
simultaneously to all hosts on a given subnetwork rather than specifying a particular host. The standard
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general broadcast address for 1P networks is 255.255.255.255, but this broadcast address cannot be used

to send a broadcast message to every host on the Internet because routers block it. A more appropriate
broadcast address is set to match a specific subnetwork. For example, on the private Class C I P network,
192.168.1.0, the broadcast addressis 192.168.1.255. Broadcast messages are typically produced by network
protocols such as the Address Resolution Protocol (ARP) and the Routing Information Protocol (RIP).

» Gateway Address A Gateway Addressisthe |P address through which a particular network, or host on a
network, may be reached. If one network host wishes to communicate with another network host, and that
host is not located on the same network, then a gateway must be used. In many cases, the Gateway Address
will be that of arouter on the same network, which will in turn pass traffic on to other networks or hosts,
such as Internet hosts. The value of the Gateway Address setting must be correct, or your system will not be
able to reach any hosts beyond those on the same network.

» Nameserver Address Nameserver Addresses represent the | P addresses of Domain Name Service (DNS)
systems, which resolve network hostnames into | P addresses. There are three levels of Nameserver
Addresses, which may be specified in order of precedence: The Primary Nameserver, the Secondary
Nameserver, and the Tertiary Nameserver. In order for your system to be able to resolve network
hostnames into their corresponding | P addresses, you must specify valid Nameserver Addresses which you
are authorized to use in your system's TCP/IP configuration. In many cases these addresses can and will be
provided by your network service provider, but many free and publicly accessible nameservers are available
for use, such asthe Level3 (Verizon) servers with IP addresses from 4.2.2.1 t0 4.2.2.6.

o The IP address, Netmask, Network Address, Broadcast Address, Gateway Address, and
Nameserver Addresses are typically specified viathe appropriate directivesin thefile/ et ¢/
networ k/ i nt er f aces. For more information, view the system manual page for i nt er f aces, with
the following command typed at aterminal prompt:

Access the system manual page for i nt er f aces with the following command:

man interfaces

2.3. IP Routing

IP routing is a means of specifying and discovering pathsin a TCP/IP network along which network data may
be sent. Routing uses a set of routing tables to direct the forwarding of network data packets from their source
to the destination, often via many intermediary network nodes known as routers. There are two primary forms
of 1P routing: Satic Routing and Dynamic Routing.

Static routing involves manually adding | P routes to the system's routing table, and thisis usually done by
manipulating the routing table with the route command. Static routing enjoys many advantages over dynamic
routing, such as simplicity of implementation on smaller networks, predictability (the routing tableis always
computed in advance, and thus the route is precisely the same each timeit is used), and low overhead on other
routers and network links due to the lack of a dynamic routing protocol. However, static routing does present
some disadvantages as well. For example, static routing is limited to small networks and does not scale well.
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Static routing also fails completely to adapt to network outages and failures along the route due to the fixed
nature of the route.

Dynamic routing depends on large networks with multiple possible I P routes from a source to a destination
and makes use of special routing protocols, such as the Router Information Protocol (RIP), which handle the
automatic adjustmentsin routing tables that make dynamic routing possible. Dynamic routing has severa
advantages over static routing, such as superior scalability and the ability to adapt to failures and outages
aong network routes. Additionaly, there is less manual configuration of the routing tables, since routers
learn from one another about their existence and available routes. This trait also eliminates the possibility

of introducing mistakes in the routing tables via human error. Dynamic routing is not perfect, however,

and presents disadvantages such as heightened complexity and additional network overhead from router
communications, which does not immediately benefit the end users, but still consumes network bandwidth.

2.4. TCP and UDP

TCP is a connection-based protocol, offering error correction and guaranteed delivery of dataviawhat is
known as flow control. Flow control determines when the flow of a data stream needs to be stopped, and
previously sent data packets should to be re-sent due to problems such as collisions, for example, thus
ensuring complete and accurate delivery of the data. TCP istypically used in the exchange of important
information such as database transactions.

The User Datagram Protocol (UDP), on the other hand, is a connectionless protocol which seldom deals
with the transmission of important data because it lacks flow control or any other method to ensure reliable
delivery of the data. UDP is commonly used in such applications as audio and video streaming, whereitis
considerably faster than TCP due to the lack of error correction and flow control, and where the loss of afew
packetsis not generally catastrophic.

2.5. ICMP

The Internet Control Messaging Protocol (ICMP) is an extension to the Internet Protocol (IP) as defined in the
Request For Comments (RFC) #792 and supports network packets containing control, error, and informational
messages. ICMP is used by such network applications as the ping utility, which can determine the availability
of anetwork host or device. Examples of some error messages returned by |CMP which are useful to both
network hosts and devices such as routers, include Destination Unreachable and Time Exceeded.

2.6. Daemons

Daemons are special system applications which typically execute continuously in the background and await
requests for the functions they provide from other applications. Many daemons are network-centric; that is,
alarge number of daemons executing in the background on an Ubuntu system may provide network-related
functionality. Some examples of such network daemons include the Hyper Text Transport Protocol Daemon
(httpd), which provides web server functionality; the Secure SHell Daemon (sshd), which provides secure
remote login shell and file transfer capabilities; and the Internet Message Access Protocol Daemon (imapd),
which provides E-Mail services.
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2.7. Resources

« There are man pages for TCP® and IP° that contain more useful information.
« Also, seethe TCP/IP Tutorial and Technical Overview'® IBM Redbook.
« Another resource is O'Reilly's TCP/IP Network Administration™.

8 http://manpages.ubuntu.com/manpages/bionic/en/man7/tcp.7.html
9 http://manpages.ubuntu.com/manpages/bionic/man7/ip.7.html

10 http://www.redbooks.ibm.com/abstracts/gg243376.html

11 http:oreilly.com/catal og/9780596002978/
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3. Dynamic Host Configuration Protocol (DHCP)

The Dynamic Host Configuration Protocol (DHCP) is a network service that enables host computersto
be automatically assigned settings from a server as opposed to manually configuring each network host.
Computers configured to be DHCP clients have no control over the settings they receive from the DHCP
server, and the configuration is transparent to the computer's user.

The most common settings provided by a DHCP server to DHCP clients include:

* |P address and netmask
* |P address of the default-gateway to use

» |P adresses of the DNS serversto use

However, a DHCP server can also supply configuration properties such as.

* Host Name

» Domain Name
» Time Server
* Print Server

The advantage of using DHCP is that changes to the network, for example a change in the address of the DNS

server, need only be changed at the DHCP server, and all network hosts will be reconfigured the next time

their DHCP clients poll the DHCP server. As an added advantage, it is also easier to integrate new computers

into the network, as there is no need to check for the availability of an IP address. Conflictsin IP address
alocation are also reduced.

A DHCP server can provide configuration settings using the following methods:

Manual alocation (MAC address)

This method entails using DHCP to identify the unique hardware address of each network card connected
to the network and then continually supplying a constant configuration each time the DHCP client makes
arequest to the DHCP server using that network device. This ensures that a particular addressis assigned
automatically to that network card, based on it's MAC address.

Dynamic allocation (address pool)

In this method, the DHCP server will assign an | P address from a pool of addresses (sometimes also
called arange or scope) for aperiod of time or lease, that is configured on the server or until the client
informs the server that it doesn't need the address anymore. This way, the clients will be receiving their
configuration properties dynamically and on a "first come, first served" basis. When aDHCP clientisno
longer on the network for a specified period, the configuration is expired and released back to the address
pool for use by other DHCP Clients. Thisway, an address can be leased or used for a period of time. After
this period, the client has to renegociate the |ease with the server to maintain use of the address.
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Automatic allocation

Using this method, the DHCP automatically assigns an |P address permanently to a device, selecting it
from a pool of available addresses. Usually DHCP is used to assign atemporary addressto a client, but a
DHCP server can alow an infinite lease time.

The last two methods can be considered "automatic" because in each case the DHCP server assigns an address
with no extraintervention needed. The only difference between themisin how long the IP addressiis |eased,
in other words whether a client's address varies over time. The DHCP server Ubuntu makes available is

dhcpd (dynamic host configuration protocol daemon), which is easy to install and configure and will be
automatically started at system boot.

3.1. Installation

At aterminal prompt, enter the following command to install dhcpa:

sudo apt install isc-dhcp-server

Y ou will probably need to change the default configuration by editing /etc/dhcp/dhcpd.conf to suit your needs
and particular configuration.

Y ou also may need to edit /etc/default/isc-dnhcp-server to specify the interfaces dncpd should listen to.

NOTE: dhcpd's messages are being sent to syslog. Look there for diagnostics messages.

3.2. Configuration

The error message the installation ends with might be alittle confusing, but the following steps will help you
configure the service:

Most commonly, what you want to do is assign an | P address randomly. This can be done with settings as
follows:

# mnimal sanple /etc/dhcp/ dhcpd. conf
def aul t -1 ease-ti ne 600;
max- | ease-ti me 7200;

subnet 192.168. 1.0 netmask 255.255.255.0 {
range 192.168.1.150 192. 168. 1. 200;
option routers 192.168. 1. 254;
opti on domai n-nane-servers 192.168.1.1, 192.168.1.2;
opti on domai n-nane "nydomai n. exanpl e";

}

Thiswill result in the DHCP server giving clients an | P address from the range 192.168.1.150-192.168.1.200.
It will lease an IP address for 600 seconds if the client doesn't ask for a specific time frame. Otherwise the
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maximum (allowed) lease will be 7200 seconds. The server will also "advise" the client to use 192.168.1.254
as the default-gateway and 192.168.1.1 and 192.168.1.2 as its DNS servers.

After changing the config file you have to restart the dhcpd:

sudo systenttl restart isc-dhcp-server.service

3.3. References

« The dhcp3-server Ubuntu Wiki*? page has more information.
« For more/ et ¢/ dhcp/ dhepd. conf options see the dhcpd.conf man page™.

* |1SC dhep-server™

12 https://hel p.ubuntu.com/community/dhcp3-server
13 http://manpages.ubuntu.com/manpages/bionic/en/man5/dhcpd.conf.5.html
14 http://www.isc.org/software/dhcp
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4. Time Synchronization

NTPisaTCP/IP protocol for synchronizing time over anetwork. Basically aclient requests the current time
from a server, and uses it to set its own clock.

Behind this simple description, thereis alot of complexity - there aretiers of NTP servers, with the tier one
NTP servers connected to atomic clocks, and tier two and three servers spreading the load of actually handling
requests across the Internet. Also the client software is alot more complex than you might think - it hasto
factor out communication delays, and adjust the time in away that does not upset al the other processes that
run on the server. But luckily all that complexity is hidden from youl!

Ubuntu by default uses timedatectl / timesyncd to synchronize time and users can optionally use chrony to
Section 4.2, * Serve the Network Time Protocol” [p. 56].

4.1. Synchronizing your systems time

Since Ubuntu 16.04 timedatect! / timesyncd (which are part of systemd) replace most of ntpdate / ntp.

timesyncd is available by default and replaces not only ntpdate, but also the client portion of chrony (or
formerly ntpd). So on top of the one-shot action that ntpdate provided on boot and network activation, now
timesyncd by default regularly checks and keeps your local timein sync. It also stores time updates locally, so
that after reboots monotonically advances if applicable.

If chrony isinstalled timedatect! steps back to let chrony do the time keeping. That shall ensure that no two
time syncing services are fighting. While no more recommended to be used, this still aso appliesto ntpd
being installed to retain any kind of old behavior/config that you had through an upgrade. But it also implies
that on an upgrade from aformer release ntp/ntpdate might still be installed and therefore renders the new
systemd based services disabled.

ntpdate is considered deprecated in favor of timedatectl (or chrony) and thereby no more installed by default.
timesyncd will generally do the right thing keeping your time in sync, and chrony will help with more
complex cases. But if you had one of afew known special ntpdate use cases, consider the following:

« If you require a one-shot sync use: chronyd -q

* If you require a one-shot time check, without setting the time use: chronyd -Q

4.1.1. Configuring timedatectl and timesyncd

The current status of time and time configuration via timedatect! and timesyncd can be checked with
timedatectl status.

$ tinedatect| status
Local tinme: Fr 2018-02-23 08:47:13 UTC
Uni versal time: Fr 2018-02-23 08:47:13 UTC
RTC tinme: Fr 2018-02-23 08:47:13
Ti ne zone: Etc/UTC (UTC, +0000)
Syst em cl ock synchroni zed: yes
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systend-ti mesyncd. servi ce active: yes
RTC in local TZ: no

If chrony is running it will automatically switch to:

[...]

systend-ti mesyncd. service active: no

Viatimedatectl an admin can control the timezone, how the system clock should relate to the hwclock and if
permanent synronization should be enabled or not. See man timedatect| for more details.

timesyncd itself is still anormal service, so you can check its status also more in detail via.

$ systenct!l status systend-timesyncd
systenmd-ti nesyncd. service - Network Tine Synchronization
Loaded: |oaded (/1ib/systend/systen systend-tinmesyncd. service; enabl ed; vendor preset:
enabl ed)
Active: active (running) since Fri 2018-02-23 08:55:46 UTC, 10s ago
Docs: nan: systend-tinesyncd. servi ce(8)
Main PID: 3744 (systend-tinmesyn)
Status: "Synchronized to tine server 91.189.89.198:123 (ntp.ubuntu.com."
Tasks: 2 (limt: 4915)
CGroup: /systemslicel/systend-timesyncd. service
| -3744 /1ib/systend/ systend-tinesyncd

Feb 23 08:55:46 bionic-test systend[1]: Starting Network Time Synchronization...

Feb 23 08:55:46 bionic-test systend[1]: Started Network Tinme Synchronization.

Feb 23 08:55:46 bionic-test systend-timesyncd[3744]: Synchronized to tine server
91.189. 89.198: 123 (ntp. ubuntu. com.

The nameserver to fetch time for timedatectl and timesyncd from can be specified in/ et ¢/ syst emd/
ti mesyncd. conf and additional config files can be storedin/ et ¢/ syst end/ ti mesyncd. conf. d/ . The entries
for NTP= and FallbackNTP= are space separated lists. See man timesyncd.conf for more.

4.2. Serve the Network Time Protocol

If in addition to synchronizing your system you also want to serve NTP information you need an NTP server.
There are severa options with chrony, ntpd and open-ntp. The recommended solution is chrony.

4.2.1. chrony(d)

The NTP daemon chronyd calculates the drift and offset of your system clock and continuoudly adjustsiit, so
there are no large corrections that could lead to inconsistent logs for instance. The cost is alittle processing
power and memory, but for amodern server thisis usually negligible.

4.2.2. Installation

Toinstall chrony, from aterminal prompt enter:

sudo apt install chrony
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Thiswill provide two binaries:
 chronyd - the actual daemon to sync and serve viathe NTP protocol

« chronyc - command-line interface for chrony daemon

4.2.3. Chronyd Configuration

Edit/ et ¢/ chrony/ chrony. conf to add/remove server lines. By default these servers are configured:

# Use servers fromthe NTP Pool Project. Approved by Ubuntu Techni cal Board
# on 2011-02-08 (LP: #104525). See http://ww. pool.ntp.org/join.htm for

# nore information.

pool 0. ubuntu. pool . ntp.org iburst

pool 1.ubuntu. pool.ntp.org iburst

pool 2. ubuntu. pool.ntp.org iburst

pool 3. ubuntu. pool . ntp.org iburst

See man chrony.conf for more details on the configuration options. After changing the any of the config file
you have to restart chrony:
sudo systenttl restart chrony.service

Of the pool 2.ubuntu.pool.ntp.org as well as ntp.ubuntu.com also support ipv6 if needed. If one needs to force
ipv6 there also is ipv6.ntp.ubuntu.com which is not configured by default.

4.2.4. View status

Use chronyc to see query the status of the chrony daemon. For example to get an overview of the currently
available and selected time sources.

chronyc sources

M5 Nane/ | P address Stratum Pol | Reach LastRx Last sanpl e

A+ ganmma. rueckgr . at

N~ 2b. nconputers.org

A+ www. kashra. com

A+ stratunR-4. NTP. TechFak. U>

377 135 -1048us[-1048us] +/ - 298
377 204 -1141us[-1124us] +/- 50ms
377 139 +3483us[ +3483us] +/ - 18ms
377 143 -2090us[-2073us] +/ - 191

N- zepto.ntl.gg 377 9 -774us[ -774us] + - 298
A- mrrorhost. pw 377 78 -660us[ -660us] +/ - 53ms
A- atto.ntl.gg 377 8 -823us[ -823us] +/ - 50ms
A- static.140.107.46.78.cli> 377 9 -1503us[-1503us] +/- 458
N- 4.53.160.75 377 137 -11ms[ -11ns] +/- 117ns
N- 37.44.185. 42 377 10 -3274us[-3274us] + - 70ns
- bagni kita. com 377 74 +3131us[+3131lus] +/ - 71ms

N- europa. el lipse. net

N- tethys.hot-chilli.net

N- 66-232-97-8.static. hvve. >
A+ 85.199. 214,102

377 204  -790us[ -773us] +/ - 97ms
377 141 -797us[ -797us] +/ - 598
377 206 +1669us[ +1686us] +/- 133ns
377 205 +175us[ +192us] +/ - 12ms

P NN NN WNDNDNDNDDNDDNNMDNMNDNDDNODN
00 ~N 00 00 N ~N 00 00 N N N 0 0o 0o
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A*46-243- 26- 34. t angos. nl

- pugot . canoni cal . com

- al phyn. canoni cal . com

~- gol em canoni cal . com

N- chili pepper. canoni cal .com

377 141  -123us[ -106us] +/ -  10ns
377 21 -95us[ -95us] +/- 57ms
377 23 -1569us[-1569us] +/ -  79ns
377 92 -1018us[-1018us] +/ -  31ns
377 21 -1106us[-1106us] +/ -  27ns

N NN DN P
0 N O 0

chronyc sourcestats

210 Nunber of sources = 20

Name/ | P Addr ess NP NR Span Frequency Freq Skew O fset Std Dev
ganma. r ueckgr . at 25 15 32m - 0. 007 0. 142 - 878us 106us
2b. nconputers. org 26 16 35m -0.132 0.283 -1169us 256us
www. kashra. com 25 15 32m -0.092 0.259 +3426us 195us
stratun®-4. NTP. TechFak. U> 25 14 32m -0.018 0.130 -2056us 96us
zepto. ncl . gg 13 11 21m +0. 148 0. 196 - 683us 66us
m rrorhost. pw 6 5 645 +0. 117 0. 445 -591us 19us
atto.ntl.gg 21 13 25m -0. 069 0. 199 - 904us 103us
static.140.107.46.78.cli> 25 18 34m -0. 005 0.094 -1526us 78us
4.583.160.75 25 10 32m +0. 412 0. 110 -11ms 84us
37.44.185. 42 24 12 30m -0.983 0.173 -3718us 122us
bagni ki ta. com 17 7 31m -0.132 0.217 +3527us 139us
europa. el | i pse. net 26 15 35m +0. 038 0. 553 -473us 424us
tethys. hot-chilli.net 25 11 32m -0.094 0. 110 - 864us 88us
66-232-97-8.static. hvvc.> 20 11  35m -0. 116 0.165 +1561us 109us
85.199. 214. 102 26 11  35m -0.054 0.390  +129us 343us
46- 243- 26- 34. t angos. nl 25 16 32m +0. 129 0. 297 -307us 198us
pugot . canoni cal . com 25 14 34m -0.271 0.176 -143us 135us
al phyn. canoni cal . com 17 11 1100 -0. 087 0.360 -1749us 114us
gol em canoni cal . com 23 12 30m +0. 057 0. 370 - 988us 229us
chi |l i pepper.canoni cal.com 25 18 34m -0.084 0.224 -1116us 169us

Certain chronyc commands are privileged and can not be run via the network without explicitly alowing
them. See section Command and monitoring access in man chrony.conf for more details. A local admin can
use sudo as usually as thiswill grant him accessto the local admin socket / var / run/ chr ony/ chr onyd. sock.

4.2.5. PPS Support

Chrony supports various PPS types natively. It can use kernel PPS API as well as PTP hardware clock. Most
general GPS receivers can be leveraged via GPSD. The latter (and potentially more) can be accessed via SHM
or viaasocket (recommended). All of the above can be used to augment chrony with additional high quality
time sources for better accuracy, jitter, drift, longer-or-short term accuracy (Usually each kind of clock typeis
good at one of those, but non-perfect at the others). For more details on configuration see some of the external
PPS/GPSD resource listed below.

4.3. References
« Chrony FAQ®™

15 https://chrony.tuxfamily.org/fag.html
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« ntp.org, home of the Network Time Protocol project®

« The pool.ntp.org projecti, being a big virtual cluster of timeservers.'’
« Freedesktop.org info on timedatect!*®

« Freedesktop.org info on systemd-timesyncd service™

« Feeding chrony from GPSD®

« Seethe Ubuntu Time®! wiki page for more information.

16 http://www.ntp.org/

v http://www.pool.ntp.org/

18 https://www.freedesktop.org/software/systemd/man/timedatectl.html

19 https://www.freedesktop.org/software/systemd/man/systemd-timesyncd.service. html#
2 http://www.catb.org/gpsd/gpsd-time-service-howto.htmi# _feeding_chrony_from_gpsd
2 https://hel p.ubuntu.com/community/UbuntuTime
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5. Data Plane Development Kit

The DPDK isaset of libraries and drivers for fast packet processing and runs mostly in Linux userland. Itisa
set of libraries that provide the so called "Environment Abstraction Layer" (EAL). The EAL hides the details
of the environment and provides a standard programming interface. Common use cases are around special
solutions for instance network function virtualization and advanced high-throughput network switching. The
DPDK uses arun-to-completion model for fast data plane performance and accesses devices via polling to
eliminate the latency of interrupt processing at the tradeoff of higher cpu consumption. It was designed to run
on any processors. The first supported CPU was Intel x86 and it is now extended to IBM Power 8, EZchip
TILE-Gx and ARM.

Ubuntu currently supports DPDK version 2.2 and provides some infrastructure to ease its usability.

5.1. Prerequisites

This package is currently compiled for the lowest possible CPU requirements. Which still requires at least
SSES3 to be supported by the CPU.

The list of upstream DPDK supported network cards can be found at supported NICs™. But a lot of those are
disabled by default in the upstream Project as they are not yet in a stable state. The subset of network cards
that DPDK has enabled in the package as available in Ubuntu 16.04 is:

Intel

« €1000% (82540, 82545, 82546)

« €1000e* (82571..82574, 82583, ICH8..ICH10, PCH..PCH?2)
« igh® (82575..82576, 82580, 1210, 1211, 1350, 1354, DH89xX)
* ixgbe® (82598..82599, X540, X550)

* i406”’ (X710, XL710, X722)

« fm10k® (FM10420)

Chelsio
« cxgbe® (Terminator 5)

Cisco
« enic® (UCS Virtua Interface Card)

Paravirtualization

22 1ttp://dpdk.org/doc/nics

23 http://dpdk.org/doc/gui des/nics/e1000em. html

2 http://dpdk.org/browse/dpdk/tree/drivers/net/e1000/
% http://dpdk.org/browse/dpdk/tree/drivers/net/e1000/
26 ttp://dpdk.org/doc/gui des/nics/ixgbe html

27 http://dpdk.org/browse/dpdk/tree/drivers/inet/i40e/
28 ttp://dpdk.org/doc/guidesnics/fm10k.htm

29 http://dpdk.org/doc/guides/nics/cxgbe.htm

30 hitp://dpdk.org/browse/dpdk/tree/driversinet/enic
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« virtio-net* (QEMU)

o vmxnet3*

Others
« af packet® (Linux AF_PACKET socket)

« ring* (memory)

On top it experimentally enables the following two PMD drivers as they represent (virtual) devicesthat are
very accessible to end users.

Paravirtualization

« xenvirt® (Xen)

Others
« pcap® (file or kernel driver)

Cards have to be unassigned from their kernel driver and instead be assigned to uio_pci_generic of vfio-pci.
uio_pci_generic isolder and usually getting to work more easily.

The newer vfio-pci requires that you activate the following kernel parameters to enable iommu.
i ommu=pt intel _i onmu=on

On top for vfio-pci you then have to configure and assign the iommu groups accordingly.

Note: In virtio based environment it is enough to "unassign”" devices from the kernel driver. Without that
DPDK will reject to use the device to avoid issues with kernel and DPDK working on the device at the same
time. Since DPDK can work directly on virtio devicesit isnot required to assign e.g. Uio_pci_generic to those
devices.

Manual configuration and status checks can be done via sysfs or with the tool dpdk_nic_bind

dpdk_ni c_bind --help

dpdk_ni c_bind [options] DEVICEL DEVICE2 ....

where DEVI CE1l, DEVICE2 etc, are specified via PCl "donmain: bus:slot.func" syntax
or "bus:slot.func" syntax. For devices bound to Linux kernel drivers, they may

31 http://dpdk.org/doc/guides/nics/virtio.html

32 http://dpdk.org/doc/guides/nicsivmxnet3. html

33 http://dpdk.org/browse/dpdk/tree/driversinet/af_packet

34 http://dpdk.org/doc/guides/nics/pcap_ring.htmi#rings-based-pmd

35 http://dpdk.org/doc/guides/xen/pkt_switch.html#xen-pmd-frontend-prerequisites
36 http://dpdk.org/doc/guides/nics/pcap_ring.htmi#ibpcap-based-pmd
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also be referred to by Linux interface nane e.g. ethO, ethl, enD, eml, etc

Opt i ons:
--hel p, --usage:
Di spl ay usage information and quit

-s, --status
Print the current status of all known network interfaces.
For each device, it displays the PCl domain, bus, slot and function
along with a text description of the device. Depending upon whether the
device is being used by a kernel driver, the igb_uio driver, or no
driver, other relevant information will be displayed:
* the Linux interface nanme e.g. if=ethO
* the driver being used e.g. drv=igb_uio
* any suitable drivers not currently using that device
e.g. unused=igb_uio
NOTE: if this flag is passed along with a bind/unbind option, the status
display will always occur after the other operations have taken place

-b driver, --bind=driver:
Sel ect the driver to use or "none" to unbind the device

-u, --unbind:
Unbi nd a device (Equivalent to "-b none")

--force:
By default, devices which are used by Linux - as indicated by having
routes in the routing table - cannot be nodified. Using the --force
flag overrides this behavior, allow ng active links to be forcibly
unbound.
WARNI NG This can lead to | oss of network connection and shoul d be used

with caution.

To display current device status:
dpdk_ni c_bind --status

To bind ethl fromthe current driver and nove to use igb_uio
dpdk_ni c_bind --bind=igb_uio ethl

To unbi nd 0000: 01: 00. 0 from using any driver
dpdk_ni c_bi nd -u 0000: 01: 00. 0

To bind 0000: 02: 00. 0 and 0000: 02: 00.1 to the ixgbe kernel driver
dpdk_ni c_bind -b ixghe 02:00.0 02:00.

5.2. DPDK Device configuration

The package dpdk provides init scripts that ease configuration of device assignment and huge pages. It also
makes them persistent accross reboots.
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Thefollowing is an example of the file /etc/dpdk/interfaces configuring two ports of a network card. One with
uio_pci_generic and the other one with vfio-pci

# <bus> Currently only "pci" is supported

# <id> Device ID on the specified bus

# <driver> Driver to bind against (vfio-pci or uio_pci_generic)

#

# Be aware that the two DPDK conpatible drivers uio_pci_generic and vfio-pci are
# part of |inux-inmage-extra-<VERSI ON> package

# This package is not always installed by default - for exanple in cloud-inmages.
# So please install it in case you run into m ssing nodul e issues.

#

# <bus> <id> <driver>

pci 0000: 04: 00. 0 ui o_pci _generic
pci 0000: 04: 00.1 vfio-pci

Cards are identified by their PCI-ID. If you are unsure you might use the tool dpdk_nic_bind to show the
current available devices and the drivers they are assigned to.

dpdk_ni c_bind --status

Net wor k devi ces using DPDK-conpati bl e driver

0000: 04: 00.0 ' Ethernet Controller 10-G gabit X540- AT2' drv=ui o_pci _generic unused=i xghe

Net wor k devi ces using kernel driver

0000: 02: 00. 0 ' Net Xtrenme BCMb719 G gabit Ethernet PCle' if=ethO drv=tg3
unused=ui o_pci _generic *Active*

0000: 02: 00.1 ' Net Xtrenme BCMb719 G gabit Ethernet PCle' if=ethl drv=tg3
unused=ui o_pci _generic

0000: 02: 00. 2 ' Net Xtrenme BCMb719 G gabit Ethernet PCle' if=eth2 drv=tg3
unused=ui o_pci _generic

0000: 02: 00.3 ' Net Xtrenme BCMb719 G gabit Ethernet PCle' if=eth3 drv=tg3
unused=ui o_pci _generic

0000: 04: 00.1 ' Ethernet Controller 10-G gabit X540- AT2' if=eth5 drv=i xgbhe
unused=ui o_pci _generic

O her network devi ces

<none>

5.3. DPDK HugePage configuration

DPDK makes heavy use of huge pages to eliminate pressure on the TLB. Therefore hugepages have to be
configured in your system.
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The dpdk package has a config file and scripts that try to ease hugepage configuration for DPDK in the form
of /etc/dpdk/dpdk.conf. If you have more consumers of hugepages than just DPDK in your system or very
special reguirements how your hugepages are going to be set up you likely want to allocate/control them by
yourself. If not this can be a great simplification to get DPDK configured for your needs.

Here an example configuring 1024 Hugepages of 2M each and 4 1G pages.

NR_2M PAGES=1024
NR 1G PAGES=4

As shown this supports configuring 2M and the larger 1G hugepages (or amix of both). It will make sure
there are proper hugetlbfs mountpoints for DPDK to find both sizes no matter what your default huge page
sizeis. The config file itself holds more details on certain corner cases and afew hints if you want to allocate
hugepages manually via akernel parameter.

It depends on your needs which size you want - 1G pages are certainly more effective regarding TLB
pressure. But there were reports of them fragmenting inside the DPDK memory alloactions. Also it can be
harder to grab enough free space to set up a certain amount of 1G pages later in the lifecycle of a system.

5.4. Compile DPDK Applications

Currently there are not alot consumers of the DPDK library that are stable and rel eased. OpenV switch-DPDK
being an exception to that (see below), but in general it isvery likely that you might want / have to compile an
app against the library.

Y ou will often find guides that tell you to fetch the DPDK sources, build them to your needs and eventually
build your application based on DPDK by setting values RTE_* for the build system. Since Ubunutu provides
an already compiled DPDK for you can can skip all that. To simplify setting the proper variables you can
source the file /usr/share/dpdk/dpdk-sdk-env.sh before building your application. Here an excerpt building the
I2fwd exampl e application delivered with the dpdk-doc package.

sudo apt-get install dpdk-dev |ibdpdk-dev
. lusr/share/ dpdk/ dpdk- sdk- env. sh
make -C /usr/share/ dpdk/ exanpl es/| 2f wd

Depending on what you build it might be a good addition to install all of DPDK build dependencies before the
make.

sudo apt-get install build-dep dpdk
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5.5. OpenV switch-DPDK

Being alibrary it doesn't do alot on its own, so it depends on emerging projects making use of it. One
consumer of the library that already isbundled in the Ubuntu 16.04 release is OpenV switch with DPDK
support in the package openvswitch-switch-dpdk.

Here an example how to install and configure a basic OpenV switch using DPDK for later use vialibvirt/

gemu-kvm.

sudo apt-get install openvsw tch-sw tch-dpdk
sudo update-alternatives --set ovs-vsw tchd /usr/lib/openvswi tch-sw tch-dpdk/ovs-vswitchd-

dpdk
echo "DPDK_OPTS='--dpdk -c O0x1 -n 4 -m 2048 --vhost-owner |ibvirt-genu:kvm --vhost-perm
0664'" | sudo tee -a /etc/default/openvswi tch-switch

sudo service openvswitch-switch restart

Please remember that you have to assign devicesto DPDK compatible drivers (see above) before restarting.

The section --vhost-owner libvirt-gemu: kvm --vhost-perm 0664 will set vhost_user ports up with owner/
permissions to be compatible with Ubuntus way of running gemu-kvm/libvirt with reduced privileges for
more security.

Please note that the section -m 2048 is the most basic numa setup for a single socket system. If you have
multiple sockets you might want to define how to split your memory among them, for example -m 1024,
1024. Please be aware that DPDK will try to work only with local memory to the network cards it works with
(for performance reasons). That said if you have multiple nodes, but all network cards on one, you should
consider spreading your cards. If not at least allocate your memory to the node where the cards reside, for
examplein atwo node all to node #2: -m 0, 2048. Y ou can use the tool Istopo from the package hwloc-nox to
see on which socket your cards are located.

The OpenV switch you now started supports all port types OpenV switch usually does, plus DPDK port types.
Here an example how to create a bridge and - instead of anormal external port - add an external DPDK port to
it.

ovs-vsctl add-br ovsdpdkbrO -- set bridge ovsdpdkbrO dat apat h_t ype=net dev
ovs-vsct| add-port ovsdpdkbrO dpdkO -- set Interface dpdkO type=dpdk

The enablement of DPDK in Open vSwitch has changed in version 2.6. So for users of releases
>=16.10, but also for users of the Ubuntu Cloud Archive®” >=neutron the enablement has changed
compared to that for users of Ubuntu 16.04. The options formerly passed via DPDK_OPTS are now
configured via ovs-vsctl into the Open vSwitch configuration database.

The same exampl e as above would in the new way ook like:

s https://wiki.ubuntu.com/OpenStack/CloudArchive
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# Enabl e DPDK

ovs-vsctl set Open_vSwitch . "ot her_config: dpdk-init=true"

# run on core O

ovs-vsctl set Open_vSwitch . "ot her_config: dpdk-I core- mask=0x1"
# Al ocate 2G huge pages (not Numa node aware)

ovs-vsctl set Open_vSwitch . "other_config: dpdk-all oc- nem=2048"

# group/ perm ssions for vhost-user sockets (required to work with libvirt/qgemu)
ovs-vsctl set Open_vSwitch . \
"ot her _confi g: dpdk- ext ra=--vhost-owner |ibvirt-qgemu:kvm --vhost-perm 0666"

Please see the associated upstream documentation and the man page of the vswitch configuration as
provided by the package for more details:

® /usr/share/ doc/ openvswi t ch- conmon/ | NSTALL. DPDK. nd. gz
® /[usr/share/ doc/ openvswi t ch- conmon/ | NSTALL. DPDK- ADVANCED. nd. gz

¢ man ovs-vswitchd.conf.db

5.6. OpenVswitch DPDK to KVM Guests

If you are not building some sort of SDN switch or NFV on top of DPDK it isvery likely that you want to
forward traffic to KVM guests. The good newsiis, that with the new gemu/libvirt/dpdk/openvswitch versions
in Ubuntu 16.04 thisis no more about manually appending commandline string. This chapter covers abasic
configuration how to connect a KVM guest to a OpenV switch-DPDK instance.

The Guest has to be backed by shared hugepages for DPDK/vhost_user to work. To ensure in general that
libvirt/gemu-kvm finds a proper hugepage mountpoint you can just enable KVM_HUGEPAGES in /etc/
default/gemu-kvm. Afterwards restart the service to pick up the changed configuration.

sed -ri -e 's,(KVM HUCEPAGES=).*,\11,"' /etc/defaul t/genu-kvm
service genmu-kvmrestart

To let aguest be backed by hugepages is now also supported viarecent libvirt, just add the following snippet
to your virsh xml (or the equivalent libvirt interface you use). Those xmls can aso be used as templates to
easily spawn guests with "uvt-kvm create".

<nunma>

<cell id="0" cpus='0" nmenory='6291456" unit="Ki B' nmemAccess='shared' />
</ numa>

[...]

<menor yBacki ng>

<hugepages>

<page size="2" unit="M nodeset="0"/>

</ hugepages>

</ menor yBacki ng>
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The new and recommended way to get to a KVM guest is using vhost_user. Thiswill cause DPDK to creste a
socket that gemu will connect the guest to. Here an example how to add such a port to the bridge you created
(see above).

ovs-vsct!l add-port ovsdpdkbrO vhost-user-1 -- set Interface vhost-user-1 type=dpdkvhostuser

Thiswill create avhost_user socket at /var/run/openvswitch/vhost-user-1

To let libvirt/kvm consume this socket and create a guest virtio network device for it add a snippet like thisto
your guest definition as the network definition.

<interface type='vhostuser'>

<source type='uniXx

pat h="/var/run/ openvsw t ch/ vhost -user-1
nmode='client'/>

<nmodel type='virtio' />

</interface>

5.7. DPDK in KVM Guests

If you have no access to DPDK supported network cards you can still work with DPDK by using its support
for virtio. To do so you have to create guests backed by hugepages (see above).

On top of that there it isrequired to have at least SSE3. The default CPU model gemu/libvirt usesis only up
to SSE2. So you will have to define amodel that passed the proper feature flag - and of course have a Host
system that supportesit. An example can be found in following snippet to your virsh xml (or the equivalent
virsh interface you use).

<cpu node=' host - passt hr ough' >

This exampleisrather offensive and passes all host features. That in turn makes the guest not very migratable
asthe target would need al the features as well. A "softer" way isto just add sse3 to the default model like the
following example.

<cpu node='custom match="exact' >

<nmodel fall back="all ow >genu64</ nodel >
<feature policy='require' nanme='ssse3d' />
</ cpu>

Also virtio nowadays supports multiqueue which DPDK in turn can exploit for better speed. To modify a
normal virtio definition to have multiple queues add the following to your interface definition. Thisis about
enhancing anormal virtio nic to have multiple queues, to later on be consumed e.g. by DPDK in the guest.
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<driver name="vhost" queues="4"/>

5.8. Tuning Openvswitch-DPDK

DPDK has plenty of options - in combination with Openvswitch-DPDK the two most commonly used are:

ovs-vsctl set Qpen_vSwitch . other_config: n-dpdk-rxqgs=2
ovs-vsctl set Qpen_vSwitch . other_config: pmd- cpu- mask=0x6

Thefirst select how many rx queues are to be used for each DPDK interface, while the second controls how
many and where to run PMD threads. The example above will utilize two rx queues and run PMD threads on
CPU 1 and 2. Seethereferred linksto "EAL Command-line Options' and "OpenV switch DPDK installation"
at the end of this document for more.

As usual with tunings you have to know your system and workload really well - so please verify any tunings
with workloads matching your real use case.

5.9. Support and Troubleshooting

DPDK isafast evolving project. In any case of a search for support and further guidesit is highly
recommended to first check if they apply to the current version.

« DPDK Mailing Lists®
« For OpenVswitch-DPDK OpenStack Mailing Lists™
« Known issuesin DPDK Launchpad Area®

 Join the IRC channels #DPDK or #openvswitch on freenode.

Issues are often due to missing small details in the general setup. Later on, these missing details cause
problems which can be hard to track down to their root cause. A common case seems to be the "could not
open network device dpdk0 (No such device)" issue. This occurs rather late when setting up a port in Open
vSwitch with DPDK. But the root cause most of the time is very early in the setup and initialization. Here an
example how a proper initialization of a device looks - this can be found in the syslog/journal when starting
Open vSwitch with DPDK enabled.

ovs-ctl[3560]: EAL: PCl device 0000:04: 00.1 on NUMA socket 0
ovs-ctl[3560]: EAL: probe driver: 8086: 1528 rte_i xgbhe_pnd
ovs-ctl[3560]: EAL: PCl menory mapped at Ox7f 2140000000
ovs-ctl[3560]: EAL: PCl menory mapped at Ox7f 2140200000

38 http://dpdk.org/ml
39 http://openvswitch.org/mlists
40 https://bugs.launchpad.net/ubuntu/+source/dpdk
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If thisis missing, either by ignored cards, failed initialization or other reasons, later on there will be no DPDK
deviceto refer to. Unfortunately the logging is spread across syslog/journa and the openvswitch log. To allow
some cross checking here an example what can be found in these logs, relative to the entered command.

#Note: This log was taken with dpdk 2.2 and openvswitch 2.5
Captions:

CVMD: that you enter

SYSLOG (Inlcuding EAL and OVS Messages)

OVS-LOG (Openvswi tch nmessages)

#PREPARATI ON
Bind an interface to DPDK U O drivers, make Hugepages avail abl e, enabl e DPDK on OVS

CMVMD: sudo service openvswi tch-switch restart

SYSLOG

2016- 01- 22T08: 58: 31. 372Z| 00003| daenon_uni x(rmoni tor) | I NFQ pid 3329 died, killed (Term nated),
exi ting

2016- 01- 22T08: 58: 33. 377Z| 00002| vl og| | NFOQ opened log file /var/l og/openvswi tch/ovs-

vswi tchd. | og

2016- 01- 22T08: 58: 33. 381Z| 00003| ovs_nuna| | NFQ Di scovered 12 CPU cores on NUVA node 0O

2016- 01- 22T08: 58: 33. 381Z| 00004| ovs_nuna| | NFQ Di scovered 1 NUVA nodes and 12 CPU cores

2016- 01- 22T08: 58: 33. 381Z| 00005| r econnect | | NFQ uni x: / var/ run/ openvswi t ch/ db. sock:
connecting. ..

2016- 01- 22T08: 58: 33. 383Z| 00006| r econnect | | NFQ uni x: / var/ run/ openvswi t ch/ db. sock: connect ed

2016- 01- 22T08: 58: 33. 386Z| 00007| bri dge| | NFQ ovs-vswi tchd (Open vSwitch) 2.5.0

oVs- LOG

systend[ 1]: Stopping Open vSwitch...

systend[ 1]: Stopped Open vSwi tch.

systend[ 1]: Stopping Open vSwitch Internal Unit...
ovs-ctl[3541]: * Killing ovs-vswi tchd (3329)
ovs-ctl1[3541]: * Killing ovsdb-server (3318)
systend[ 1]: Stopped Open vSwitch Internal Unit.
systend[1]: Starting Open vSwitch Internal Unit...
ovs-ctl1[3560]: * Starting ovsdb-server

ovs-vsctl: ovs|00001|vsctl|INFQ Call ed as ovs-vsctl --no-wait -- init -- set Cpen_vSwitch .
db-version=7.12.1

ovs-vsctl: ovs| 00001 vsctl|INFQ Cal l ed as ovs-vsctl --no-wait set Qpen_vSwitch . ovs-

version=2.5.0 "external -ids:systemid=\"e7c5ba80- bb14-45c1-b8eb- 628f 3ad03903\"" "system

type=\"Ubuntu\"" "systemversion=\"16.04-xenial\""

ovs-ctl1[3560]: * Configuring Open vSwitch system | Ds

ovs-ctl[3560]: 2016-01-22T08: 58: 31Z| 00001| dpdk| I NFQ No -vhost _sock_dir provided - defaulting
to /var/run/openvswtch

ovs-vsw tchd: ovs| 00001| dpdk| | NFQ No -vhost_sock_dir provided - defaulting to /var/run/

openvswi t ch

ovs-ct|[3560]: EAL: Detected lcore O as core O on socket O
ovs-ct|[3560]: EAL: Detected lcore 1 as core 1 on socket O
ovs-ct|[3560]: EAL: Detected lcore 2 as core 2 on socket 0O
ovs-ct|[3560]: EAL: Detected |lcore 3 as core 3 on socket 0O
ovs-ct|[3560]: EAL: Detected |lcore 4 as core 4 on socket 0O
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ovs-ctl[3560]:
ovs-ctl[3560]:
ovs-ctl[3560]:
ovs-ctl[3560]:
ovs-ctl[3560]:
ovs-ctl[3560]:
ovs-ctl[3560]:
ovs-ctl[3560]:
ovs-ctl[3560]:
ovs-ctl[3560]:
ovs-ctl[3560]:
ovs-ctl[3560]:
ovs-ctl[3560]:
ovs-ctl[3560]:
ovs-ctl[3560]:

ovs-vsw t chd[ 3592] :
ovs-vsw t chd[ 3592] :
ovs-vsw t chd[ 3592] :
ovs-vsw t chd[ 3592] :
ovs-vsw t chd[ 3592] :
ovs-vsw t chd[ 3592] :
ovs-vsw t chd[ 3592] :
ovs-vsw t chd[ 3592] :
ovs-vsw t chd[ 3592] :

ovs-ctl[3560]:
ovs-ctl[3560] :
ovs-ctl[3560]:
ovs-ctl[3560]:
ovs-ctl[3560] :
ovs-ctl[3560]:
ovs-ctl[3560]:
ovs-ctl[3560]:

ovs-vsw t chd[ 3592] :
ovs-vsw t chd[ 3592] :

Detected I core 5 as core 5 on socket 0O
Detected lIcore 6 as core O on socket O
Detected lIcore 7 as core 1 on socket O
Detected |l core 8 as core 2 on socket 0O
Detected lIcore 9 as core 3 on socket 0O
Detected | core 10 as core 4 on socket O
Detected lIcore 11 as core 5 on socket O

Support maxi num 128 | ogi ca
Detected 12 | core(s)

VFI O nodul es not all | oaded, skip VFIO support...

Setting up physically contiguous nenory...

Ask a virtual area of 0x100000000 bytes

Virtual area found at 0x7f2040000000 (size = 0x100000000)
Requesting 4 pages of size 1024MB from socket O

TSC frequency is ~2397202 KHz

core(s) by configuration

EAL: TSC frequency is ~2397202 KHz

EAL: Master lcore O is ready (tid=fc6cbb00;cpuset=[0])
EAL: PCl device 0000: 04: 00.0 on NUMA socket O

EAL: probe driver: 8086: 1528 rte_i xgbe_pnd

EAL: Not managed by a supported kernel driver, skipped
EAL: PCl device 0000:04:00.1 on NUVA socket O

EAL: probe driver: 8086: 1528 rte_i xgbe_pnd

EAL: PCl menory mapped at 0x7f2140000000

EAL: PCl menory mapped at 0x7f2140200000

Master Icore O is ready (tid=fc6cbb00; cpuset=[0])
PCl device 0000: 04: 00.0 on NUMA socket O
probe driver: 8086: 1528 rte_i xgbe_pnd
Not managed by a supported kernel driver
PCl device 0000: 04: 00.1 on NUMA socket O
probe driver: 8086: 1528 rte_i xgbe_pnd
PCl menory mapped at 0x7f2140000000
PCl menory mapped at 0x7f2140200000
PMD: et h_i xgbe_dev_init(): MAC. 4, PHY: 3
PMD: et h_i xgbe_dev_init(): port O vendor| D=0x8086 devi cel D=0x1528

ski pped

ovs-ctl|[3560]: PMD: eth_ixgbe_dev_init(): MAC 4, PHY: 3

ovs-ctl|[3560]: PMD: eth_ixgbe_dev_init(): port O vendorl| D=0x8086 devi cel D=0x1528
ovs-ctl[3560]: Zone 0: nane: <RG_MP_| og_hi story>, phys: 0x83fffdecO, |en:0x2080,
virt:O0x7f213fffdecO, socket_id:0, flags:0

ovs-ctl[3560]: Zone 1: nanme: <MP_| og_hi story>, phys: 0x83fd73d40, | en: 0x28a0cO,
virt:0x7f213fd73d40, socket_id:0, flags:0

ovs-ctl[3560]: Zone 2: nane:<rte_eth_dev_data>, phys: 0x83fd43380, |en: 0x2f 700,
virt:0Ox7f213fd43380, socket_id:0, flags:0

ovs-ctl[3560]:
ovs-ctl[3560]:
systemd[ 1] :
systemd[ 1] :
systemd[ 1] :

CMD: sudo ovs-vsctl

SYSLOG

* Starting ovs-vswi tchd

* Enabling renote OVSDB nanagers
Started Open vSwitch Internal
Starting Open vSwi tch. ..
Started Open vSwi tch.

Unit.

add- br ovsdpdkbrO -- set bridge ovsdpdkbrO dat apath_type=net dev
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2016-01-22T08: 58: 56

seconds

2016-01-22T08: 58: 56

recircul ation

2016-01-22T08: 58: 56

probed as 3

2016-01-22T08: 58: 56

flow ids

2016-01-22T08: 58: 56

support ct_state

2016-01-22T08: 58: 56

support ct_zone

2016-01-22T08: 58: 56

support ct_mark

2016-01-22T08: 58: 56

support ct_| abel

2016-01-22T08: 58: 56

port 65534

2016-01-22T08: 58: 56

00005a4aledOalsd
2016- 01-22T08: 58: 56

OVs- LOG

ovs-vsctl: ovs| 0000
ovsdpdkbr O dat apat
syst end- udevd[ 3607]
or directory
kernel : [50165. 8865
kernel : [50165.9012

CMD: sudo ovs-vsctl

SYSLOG

346Z| 00009] of prot o_dpi f| | NFQ net dev@vs- net dev:

346Z| 00010] of prot o_dpi f| | NFQ net dev@vs- net dev:

346Z| 00011]| of prot o_dpi f| | NFQ net dev@vs- net dev:

346Z| 00012]| of prot o_dpi f| | NFQ net dev@vs- net dev:

346Z| 00013]| of prot o_dpi f| | NFQ net dev@vs- net dev:

346Z| 00014| of prot o_dpi f| | NFQ net dev@vs- net dev:

346Z| 00015] of prot o_dpi f| | NFQ net dev@vs- net dev:

3447| 00008| menory| | NFQ 37256 kB peak resident set size after 24.5

Dat apat h supports

MPLS | abel stack |ength

Dat apat h supports uni que

Dat apat h does not

Dat apat h does not

Dat apat h does not

Dat apat h does not

360Z| 00016] bri dge| | NFQ bri dge ovsdpdkbr0: added interface ovsdpdkbrO on

361Z| 00017]| bri dge| | NFQ bri dge ovsdpdkbrO: using datapath ID

. 361Z| 00018| connngr | | NFQ ovsdpdkbr 0: added service controller "punix:/
var/ run/ openvswi t ch/ ovsdpdkbr 0. ngnt "

1|l vsctl | INFQ Cal | ed as ovs-vsct|l add-br ovsdpdkbrO -- set bridge

h_t ype=net dev

: Could not generate persistent MAC address for ovs-netdev: No such file

54] device ovs-netdev entered pron scuous node
61] devi ce ovsdpdkbrO entered prom scuous node

add- port ovsdpdkbrO dpdkO -- set Interface dpdkO type=dpdk

2016-01- 22T08: 59: 06. 369Z| 00019| menory| | NFQ peak resident set size grew 155%in last 10.0

seconds, from 3725

2016-01-22T08: 59: 06
2016- 01-22T08: 59: 30.
2016- 01-22T08: 59: 31.
2016- 01- 22T08: 59: 31.
2016- 01-22T08: 59: 31.
2016- 01-22T08: 59: 31.

1

2016- 01-22T08: 59: 31.

00008cdcd4b36de9
2016-01-22T08: 59: 31

OVs- LOG
ovs-vsctl: ovs| 0000
Interface dpdkO ty

6 kB to 95008 kB

9897| 00021| dpdk| I NFQ Port 0: 8c:dc: d4: b3: 6d: e9
520Z| 00022| dpdk| I NFQ Port 0: 8c:dc:d4: b3: 6d: e9

369Z| 00020| menory| | NFQ handl ers: 4 ports:1 revalidators:2 rules:5

5217| 00023| dpi f _netdev| I NFQ Created 1 pnd threads on nuna node O
5227| 00001| dpi f _netdev(pnd16) |1 NFQ Core O processing port 'dpdkO
5227| 00024 bri dge| | NFQ bri dge ovsdpdkbr0: added interface dpdkO on port

5227| 00025]| bri dge| | NFQ bri dge ovsdpdkbrO: using datapath ID

. 5237| 00002| dpi f _net dev(pnd16) | I NFQ Core O processing port 'dpdkO

1l vsctl | INFQ Cal | ed as ovs-vsct|l add-port ovsdpdkbrO dpdkO -- set

pe=dpdk
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ovs-vsw t chd[ 3595]: PMD: ixgbe_dev_tx_queue_setup(): sw_ring=0x7f211a79ebcO
hw_ri ng=0x7f 211a7a6¢c00 drma_addr =0x81a7a6c00

ovs-vsw t chd[ 3595]: PMD: ixgbe_set_tx_function(): Using sinple tx code path

ovs-vsw tchd[ 3595]: PMD: ixgbe_set_tx_function(): Vector tx enabl ed.

ovs-vsw t chd[ 3595]: PMD: ixgbe_dev_rx_queue_setup(): sw_ring=0x7f211a78a6c0
sw_sc_ring=0x7f211a786580 hw_ri ng=0x7f211a78e800 dna_addr =0x81a78e800

ovs-vsw t chd[ 3595]: PMD: ixgbe_set_rx_function(): Vector rx enabl ed, please make sure RX

burst size no less than 4 (port=0).

ovs-vsw t chd[ 3595]: PMD: ixgbe_dev_t x_queue_setup(): sw_ring=0x7f211a79ebcO
hw_ri ng=0x7f 211a7a6¢c00 drma_addr =0x81a7a6c00

ovs-vsw t chd[ 3595]: PMD: ixgbe_set _tx_function(): Using sinple tx code path

ovs-vsw tchd[ 3595]: PMD: ixgbe_set_tx_function(): Vector tx enabled.

ovs-vsw t chd[ 3595]: PMD: ixgbe_dev_t x_queue_setup(): sw_ring=0x7f211la76e4cO
hw_ri ng=0x7f 211a776500 drma_addr =0x81a776500

ovs-vsw t chd[ 3595]: PMD: ixgbe_set _tx_function(): Using sinple tx code path

ovs-vsw tchd[ 3595]: PMD: ixgbe_set_tx_function(): Vector tx enabled.

ovs-vsw t chd[ 3595]: PMD: ixgbe_dev_t x_queue_setup(): sw_ring=0x7f211a756440
hw_ri ng=0x7f 211a75e480 drma_addr =0x81a75e480

ovs-vsw tchd[ 3595]: PMD: ixgbe_set _tx_function(): Using sinmple tx code path

ovs-vsw tchd[ 3595]: PMD: ixgbe_set_tx_function(): Vector tx enabled.

ovs-vsw t chd[ 3595]: PMD: ixgbe_dev_t x_queue_setup(): sw_ring=0x7f211a73e3c0
hw_ri ng=0x7f 211a746400 drma_addr =0x81a746400

ovs-vsw t chd[ 3595]: PMD: ixgbe_set_tx_function(): Using sinple tx code path

ovs-vsw tchd[ 3595]: PMD: ixgbe_set_tx_function(): Vector tx enabled.

ovs-vsw t chd[ 3595]: PMD: ixgbe_dev_t x_queue_setup(): sw_ring=0x7f211a726340
hw_ri ng=0x7f 211a72e380 drma_addr =0x81a72e380

ovs-vsw t chd[ 3595]: PMD: ixgbe_set_tx_function(): Using sinple tx code path

ovs-vsw t chd[ 3595]: PMD: ixgbe_set_tx_function(): Vector tx enabled.

ovs-vsw t chd[ 3595]: PMD: ixgbe_dev_t x_queue_setup(): sw_ring=0x7f211a70e2c0
hw_ri ng=0x7f211a716300 drma_addr =0x81a716300

ovs-vsw t chd[ 3595]: PMD: ixgbe_set_tx_function(): Using sinple tx code path

ovs-vsw t chd[ 3595]: PMD: ixgbe_set_tx_function(): Vector tx enabled.

ovs-vsw t chd[ 3595]: PMD: ixgbe_dev_t x_queue_setup(): sw_ring=0x7f211a6f 6240
hw_ri ng=0x7f 211a6f €280 drma_addr =0x81a6f e280

ovs-vsw t chd[ 3595]: PMD: ixgbe_set_tx_function(): Using sinple tx code path

ovs-vsw tchd[ 3595]: PMD: ixgbe_set_tx_function(): Vector tx enabled.

ovs-vsw t chd[ 3595]: PMD: ixgbe_dev_tx_queue_setup(): sw_ring=0x7f211a6delcO
hw_ri ng=0x7f 211a6e6200 drma_addr =0x81a6e6200

ovs-vsw t chd[ 3595]: PMD: ixgbe_set_tx_function(): Using sinple tx code path

ovs-vsw t chd[ 3595]: PMD: ixgbe_set_tx_function(): Vector tx enabled.

ovs-vsw t chd[ 3595]: PMD: ixgbe_dev_t x_queue_setup(): sw_ring=0x7f211a6c6140
hw_ri ng=0x7f 211a6cel80 drma_addr =0x8la6cel80

ovs-vsw t chd[ 3595]: PMD: ixgbe_set_tx_function(): Using sinple tx code path

ovs-vsw tchd[ 3595]: PMD: ixgbe_set_tx_function(): Vector tx enabled.

ovs-vsw t chd[ 3595]: PMD: ixgbe_dev_tx_queue_setup(): sw_ring=0x7f211a6ae0cO
hw_ri ng=0x7f 211a6b6100 drma_addr =0x81a6b6100

ovs-vsw t chd[ 3595]: PMD: ixgbe_set_tx_function(): Using sinple tx code path

ovs-vsw tchd[ 3595]: PMD: ixgbe_set_tx_function(): Vector tx enabled.

ovs-vsw t chd[ 3595]: PMD: ixgbe_dev_t x_queue_setup(): sw_ring=0x7f211a696040
hw_ri ng=0x7f 211a69e080 dra_addr =0x81a69e080

ovs-vsw t chd[ 3595]: PMD: ixgbe_set_tx_function(): Using sinple tx code path

ovs-vsw tchd[ 3595]: PMD: ixgbe_set_tx_function(): Vector tx enabled.
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ovs-vsw t chd[ 3595]: PMD: ixgbe_dev_tx_queue_setup(): sw_ring=0x7f211a67dfcO
hw_ri ng=0x7f 211a686000 dna_addr =0x81a686000
ovs-vsw t chd[ 3595]: PMD: ixgbe_set_tx_function(): Using sinple tx code path
ovs-vsw tchd[ 3595]: PMD: ixgbe_set_tx_function(): Vector tx enabl ed.
ovs-vsw t chd[ 3595]: PMD: ixgbe_dev_tx_queue_setup(): sw_ring=0x7f211a665e40
hw_ri ng=0x7f 211a66de80 drma_addr =0x81a66de80
ovs-vsw t chd[ 3595]: PMD: ixgbe_set_tx_function(): Using sinple tx code path
ovs-vsw tchd[ 3595]: PMD: ixgbe_set_tx_function(): Vector tx enabl ed.
ovs-vsw t chd[ 3595]: PMD: ixgbe_dev_rx_queue_setup(): sw_ring=0x7f211a78a6c0
sw_sc_ring=0x7f211a786580 hw_ri ng=0x7f211a78e800 dna_addr =0x81a78e800
ovs-vsw t chd[ 3595]: PMD: ixgbe_set_rx_function(): Vector rx enabl ed, please make sure RX
burst size no less than 4 (port=0).

CMVMD: sudo ovs-vsctl add-port ovsdpdkbrO vhost-user-1 -- set Interface vhost-user-1
t ype=dpdkvhost user

OVs- LOG

2016- 01- 22T09: 00: 35. 145Z| 00026| dpdk]| | NFQ Socket /var/run/ openvsw tch/vhost-user-1 created
for vhost-user port vhost-user-1

2016- 01- 22T09: 00: 35. 145Z| 00003| dpi f _net dev(pnd16) | | NFQ Core O processing port 'dpdkO

2016- 01- 22T09: 00: 35. 145Z| 00004| dpi f _net dev(pnd16) | | NFO Core O processing port 'vhost-user-1
2016- 01- 22T09: 00: 35. 145Z| 00027| bri dge| I NFQ bri dge ovsdpdkbrO: added interface vhost-user-1
on port 2

SYSLOG

ovs-vsctl: ovs| 00001|vsctl|INFQ Cal |l ed as ovs-vsctl add-port ovsdpdkbrO vhost-user-1 -- set
Interface vhost-user-1 type=dpdkvhostuser

ovs-vsw t chd[ 3595]: VHOST_CONFI G socket created, fd:46

ovs-vsw t chd[ 3595]: VHOST_CONFI G bind to /var/run/openvsw tch/vhost-user-1

Eventually we can see the poll thread in top

PI D USER PR NI VI RT RES SHR S %CPU YUEM TI ME+ COVMVAND
3595 root 10 -10 4975344 103936 9916 S 100.0 0.3 33:13.56 ovs-vswitchd

5.10. Resources

« DPDK Documentation®

« Release Notes matching the version packages in Ubuntu 16.04*
« Linux DPDK User Getting Started®

« EAL Command-line Options™

« DPDK Api Documentation®™

« OpenVswitch DPDK installation*

4L hitp://dpdk.org/doc

42 http://dpdk.org/doc/guidesirel_notesirelease 2 2.html

/2 http://dpdk.org/doc/guides/linux_gsg/index.html

4 http://dpdk.org/doc/guides/testpmd_app_ug/run_app.html

45 hitp://dpdk.org/doc/api/

46 https://github.com/openvswitch/ovs/blob/branch-2.5/INSTALL.DPDK.md
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« Wikipedias definition of DPDK*

a7 https://en.wikipedia.org/wiki/Data_Plane_Development_Kit
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1. Device Mapper Multipathing

Device mapper multipathing (DM-Multipath) allows you to configure multiple 1/0O paths between server
nodes and storage arrays into a single device. These I/O paths are physical SAN connections that can include
separate cables, switches, and controllers. Multipathing aggregates the 1/0 paths, creating a new device that
consists of the aggregated paths. This chapter provides a summary of the features of DM-Multipath that are
new for theinitial release of Ubuntu Server 12.04. Following that, this chapter provides a high-level overview
of DM Multipath and its components, as well as an overview of DM-Muultipath setup.

1.1. New and Changed Features for Ubuntu Server 12.04

Migrated from multipath-0.4.8 to multipath-0.4.9

1.1.1. Migration from 0.4.8

The priority checkers are no longer run as standalone binaries, but as shared libraries. The key value name
for this feature has also dlightly changed. Copy the attribute named prio_callout to prio, also modify the
argument the name of the priority checker, a system path is no longer necessary. Example conversion:
devi ce {

vendor " NEC'

product "DI SK ARRAY'

prio_callout npath_prio_alua /dev/ %
prio al ua

}

See Table Priority Checker Conversion [p. 76] for acomplete listing

Table5.1. Priority Checker Conversion

v0.4.8 v0.4.9
prio_callout mpath_prio_emc /dev/%n prioemc
prio_callout mpath_prio_alua/dev/%n prio alua
prio_callout mpath_prio_netapp /dev/%n prio netapp
prio_callout mpath_prio_rdac /dev/%n priordac
prio_callout mpath_prio_hp_sw /dev/%n priohp_sw
prio_callout mpath_prio_hds modular %b prio hds

Since the multipath config file parser essentially parses all key/value pairs it finds and then makes use of
them, it is safe for both prio_callout and prio to coexist and is recommended that the prio attribute be
inserted before beginning migration. After which you can safely delete the legacy prio_calliout attribute
without interrupting service.

1.2. Overview

DM-Multipath can be used to provide:
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» Redundancy DM-Multipath can provide failover in an active/passive configuration. In an active/passive
configuration, only half the paths are used at any time for I/O. If any element of an 1/O path (the cable,
switch, or controller) fails, DM-Muultipath switches to an aternate path.

* Improved Performance Performance DM-Multipath can be configured in active/active mode, where I/O is
spread over the paths in around-robin fashion. In some configurations, DM-Multipath can detect |oading
on the /O paths and dynamically re-balance the load.

1.3. Storage Array Overview

By default, DM-Multipath includes support for the most common storage arrays that support DM-Multipath.
The supported devices can be found in the multipath.conf.defaults file. If your storage array supports DM-
Multipath and is not configured by default in this file, you may need to add them to the DM-Multipath
configuration file, multipath.conf. For information on the DM-Multipath configuration file, see Section,

The DM-Multipath Configuration File. Some storage arrays require special handling of 1/O errors and path
switching. These require separate hardware handler kernel modules.

1.4. DM-Multipath components

Table DM-Multipath Components describes the components of the DM-M ultipath package.

Table 5.2. DM -Multipath Components

Component Description

dm_multipath kernel Reroutes I/0O and supports failover for paths and path groups.

module

multipath command Lists and configures multipath devices. Normally started up with/ et c/

rc. sysinit, it can aso be started up by a udev program whenever a block
deviceis added or it can be run by the initramfsfile system.

multipathd daemon Monitors paths; as paths fail and come back, it may initiate path group
switches. Provides for interactive changes to multipath devices. This daemon
must be restarted for any changesto the/ et ¢/ nul ti pat h. conf fileto take
effect.

kpartx command Creates device mapper devices for the partitions on a device It is hecessary to
use this command for DOS-based partitions with DM-Multipath. The kpartx is
provided in its own package, but the multipath-tools package depends on it.

1.5. DM-Multipath Setup Overview

DM-Multipath includes compiled-in default settings that are suitable for common multipath configurations.
Setting up DM-multipath is often a simple procedure. The basic procedure for configuring your system with
DM-Multipath is as follows:

1. Install the multipath-tools and multipath-tools-boot packages
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2. Create an empty configfile, / et ¢/ mul ti pat h. conf , that re-defines the following

3. If necessary, edit the multipath.conf configuration file to modify default values and save the updated file.
4. Start the multipath daemon

5. Updateinitial ramdisk

For detailed setup instructions for multipath configuration see Section, Setting Up DM-Multipath.
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2. Multipath Devices

Without DM-Multipath, each path from a server node to a storage controller is treated by the system as a
separate device, even when the I/O path connects the same server node to the same storage controller. DM-
Multipath provides away of organizing the 1/O paths logically, by creating a single multipath device on top of
the underlying devices.

2.1. Multipath Device Identifiers

Each multipath device has a World Wide Identifier (WWID), which is guaranteed to be globally unique

and unchanging. By default, the name of a multipath deviceis set to its WWID. Alternately, you can set the
user_friendly_names option in the multipath configuration file, which causes DM-Multipath to use a node-
unique alias of the form mpathn as the name. For example, a node with two HBAS attached to a storage
controller with two ports via a single unzoned FC switch sees four devices: /dev/sda, /dev/sdb, /dev/sdc,
and /dev/sdd. DM-Multipath creates a single device with a unique WWID that reroutes 1/0 to those four
underlying devices according to the multipath configuration. When the user_friendly_names configuration
option is set to yes, the name of the multipath device is set to mpathn. When new devices are brought under
the control of DM-Multipath, the new devices may be seen in two different places under the /dev directory: /
dev/imapper/mpathn and /dev/dm-n.

» Thedevicesin/dev/mapper are created early in the boot process. Use these devicesto access the
multipathed devices, for example when creating logical volumes.

» Any devices of the form /dev/dm-n are for internal use only and should never be used.

For information on the multipath configuration defaults, including the user_friendly_names configuration
option, see Section , Configuration File Defaults. Y ou can also set the name of a multipath device to aname
of your choosing by using the alias option in the multipaths section of the multipath configuration file. For
information on the multipaths section of the multipath configuration file, see Section, Multipaths Device
Configuration Attributes.

2.2. Consistent Multipath Device Names in a Cluster

When the user _friendly_names configuration option is set to yes, the name of the multipath device is unique
to anade, but it is not guaranteed to be the same on all nodes using the multipath device. Similarly, if you set
the alias option for a device in the multipaths section of the mul ti pat h. conf configuration file, the nameis
not automatically consistent across all hodesin the cluster. This should not cause any difficultiesif you use
LVM to create logical devices from the multipath device, but if you require that your multipath device names
be consistent in every node it is recommended that you leave the user_friendly _names option set to no and
that you not configure aliases for the devices. By default, if you do not set user_friendly _namesto yes or
configure an alias for adevice, a device name will be the WWID for the device, which is always the same. If
you want the system-defined user-friendly names to be consistent across al nodes in the cluster, however, you
can follow this procedure:

1. Set up al of the multipath devices on one machine.

2. Disableall of your multipath devices on your other machines by running the following commands:
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# systentt|l stop nultipath-tools.service
# multipath -F

3. Copy the/ et ¢/ mul ti pat h/ bi ndi ngs file from the first machine to al the other machinesin the cluster.
4. Re-enable the multipathd daemon on all the other machines in the cluster by running the following

command:

# systenttl start nultipath-tools.service
If you add a new device, you will heed to repeat this process.

Similarly, if you configure an aias for a device that you would like to be consistent across the nodes in the
cluster, you should ensure that the/ et ¢/ mul ti pat h. conf fileisthe same for each node in the cluster by
following the same procedure:

1. Configure the aliases for the multipath devicesin thein the mul t i pat h. conf file on one machine.

2. Disableall of your multipath devices on your other machines by running the following commands:

# systenttl stop nultipath-tools.service
# multipath -F

3. Copy thenul ti pat h. conf file from the first machine to al the other machinesin the cluster.

4. Re-enable the multipathd daemon on al the other machinesin the cluster by running the following
command:

# systentt|l start multipath-tools.service

When you add a new device you will need to repeat this process.

2.3. Multipath Device attributes

In addition to the user _friendly_names and alias options, a multipath device has numerous attributes.

Y ou can modify these attributes for a specific multipath device by creating an entry for that device in the
multipaths section of the multipath configuration file. For information on the multipaths section of the
multipath configuration file, see Section, "Configuration File Multipath Attributes".

2.4. Multipath Devicesin Logica Volumes

After creating multipath devices, you can use the multipath device names just as you would use a physical
device name when creating an LVM physical volume. For example, if /dev/mapper/mpathais the name of a
multipath device, the following command will mark /dev/mapper/mpatha as a physical volume.

# pvcreate /dev/ mapper/ npat ha

Y ou can use the resulting LVM physical device when you create an LVM volume group just as you would use
any other LVM physical device.

If you attempt to create an LVM physical volume on awhole device on which you have configured
partitions, the pvcreate command will fail.
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When you create an LVM logical volume that uses active/passive multipath arrays as the underlying physical
devices, you should include filters in the Ivm.conf to exclude the disks that underlie the multipath devices.
Thisisbecause if the array automatically changes the active path to the passive path when it receives /0O,
multipath will failover and failback whenever LVM scans the passive path if these devices are not filtered. For
active/passive arrays that require a command to make the passive path active, LVM prints a warning message
when this occurs. To filter all SCSI devicesinthe LVM configuration file (lvm.conf), include the following
filter in the devices section of thefile.

filter = [ "r/block/", "r/disk/", "r/sd.*/", "al.*/" ]

After updating / et c/ 1 vm conf , it's necessary to update the initrd so that thisfile will be copied there, where
the filter matters the most, during boot. Perform:

update-initranfs -u -k all

Every timeeither / et ¢/ I vm conf Of / et ¢/ mul ti pat h. conf isupdated, the initrd should be rebuilt to
reflect these changes. Thisis imperative when blacklists and filters are necessary to maintain a stable
storage configuration.
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3. Setting up DM -Multipath Overview

This section provides step-by-step example procedures for configuring DM-Multipath. It includes the
following procedures:

» Basic DM-Multipath setup
* Ignoring local disks

» Adding more devicesto the configuration file

3.1. Setting Up DM-Multipath

Before setting up DM-Muultipath on your system, ensure that your system has been updated and includes
the multipath-tools package. If boot from SAN is desired, then the multipath-tools-boot packageis also
required.

A basic /etc/multipath.conf need not even exist, when multpath is run without an accompanying / et c/

mul ti pat h. conf, it draws from it'sinternal database to find a suitable configuration, it also draws from it's
internal blacklist. If after running multipath -II without a config file, no multipaths are discovered. One must
proceed to increase the verbosity to discover why a multipath was not created. Consider referencing the SAN
vendor's documentation, the multipath example config filesfound in 7 usr/ shar e/ doc/ nul ti pat h-t ool s/
exanpl es, and the live multipathd database:

# echo 'show config' | nultipathd -k > nultipath.conf-live

To work around a quirk in multipathd, when an/ et ¢/ mul ti pat h. conf doesn't exist, the previous
command will return nothing, asit is the result of amerge between the/ et ¢/ nul ti pat h. conf and
the database in memory. To remedy this, either define an empty / et ¢/ mul ti pat h. conf, by using
touch, or create one that redefines a default value like:

defaults {
user _friendly_nanes no

}
and restart multipathd:
# systenttl restart multipath-tools. service

Now the "show config" command will return the live database.

3.2. Installing with Multipath Support

To enable multipath support during installation® use
install disk-detect/nultipath/enable=true

at theinstaller prompt. If multipath devices are found these will show up as /dev/imapper/mpath<X> during
installation.

1 http://wiki.debian.org/Debianl nstall er/MultipathSupport
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3.3. Ignoring Local Disks When Generating Multipath Devices

Some machines have local SCSI cards for their internal disks. DM-Multipath is not recommended for these
devices. The following procedure shows how to modify the multipath configuration file to ignore the local
disks when configuring multipath.

1. Determine which disks are the internal disks and mark them as the ones to blacklist. In this example, /
dev/ sda isthe internal disk. Note that as originally configured in the default multipath configuration file,
executing the multipath -v2 shows the local disk, /dev/sda, in the multipath map. For further information
on the multipath command output, see Section Multipath Command Outpui.

# multipath -v2
create: SIBM ESXSST336732LC___ F3ETOEPOQV00072428BX1 undef W NSYS, SF2372
size=33 GB features="0" hwhandl er="0" wp=undef
“-+- policy='"round-robin 0" prio=1 status=undef
|- 0:0:0:0 sda 8:0 [---------

devi ce-mapper ioctl cnd 9 failed: Invalid argunent
devi ce-mapper ioctl cnd 14 failed: No such device or address
create: 3600a0b80001327d80000006d43621677 undef W NSYS, SF2372
size=12G features='0" hwhandl er="0" wp=undef
“-+- policy='"round-robin 0" prio=1 status=undef
|- 2:0:0:0 sdb 8:16 wundef ready running
- 3:0:0:0 sdf 8:80 undef ready running

create: 3600a0b80001327510000009a436215ec undef W NSYS, SF2372
size=12G features='0" hwhandl er="0" wp=undef
“-+- policy='"round-robin 0" prio=1 status=undef
|- 2:0:0:1 sdc 8:32 undef ready running
- 3:0:0:1 sdg 8:96 undef ready running

create: 3600a0b80001327d800000070436216b3 undef W NSYS, SF2372
size=12G features='0" hwhandl er="0" wp=undef
“-+- policy='"round-robin 0" prio=1 status=undef
|- 2:0:0:2 sdd 8:48 undef ready running
- 3:0:0:2 sdg 8:112 undef ready running

create: 3600a0b80001327510000009b4362163e undef W NSYS, SF2372
size=12G features='0" hwhandl er="0" wp=undef
“-+- policy='"round-robin 0" prio=1 status=undef
|- 2:0:0:3 sdd 8: 64 undef ready running
“- 3:0:0:3 sdg 8:128 undef ready running

2. Inorder to prevent the device mapper from mapping /dev/sda in its multipath maps, edit the blacklist
section of the/ et ¢/ mul ti pat h. conf fileto include this device. Although you could blacklist the sda
device using a devnode type, that would not be safe procedure since /dev/sda is not guaranteed to be
the same on reboot. To blacklist individual devices, you can blacklist using the WWID of that device.

Note that in the output to the multipath -v2 command, the WWID of the/ dev/ sda deviceis SIBM-
ESXSST336732LC_ F3ETOEP0QO000072428BX1. To blacklist this device, include the following in the
/etc/ nul tipath. conf file.
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bl ackl i st {
wwi d SI BM ESXSST336732LC F3ETOEPOCD00072428BX1
}

. After you have updated the/ et ¢/ nul ti pat h. conf file, you must manually tell the multipathd daemon to
reload the file. The following command reloads the updated / et ¢/ mul ti pat h. conf file.

# systenttl reload multipath-tools.service

. Run the following command to remove the multipath device:

# mul tipath -f SI BM ESXSST336732LC F3ETOEPOCD00072428BX1

. To check whether the device removal worked, you can run the multipath -Il command to display the
current multipath configuration. For information on the multipath -1l command, see Section Multipath
Queries with multipath Command. To check that the blacklisted device was not added back, you can run
the multipath command, as in the following example. The multipath command defaults to a verbosity level
of v2 if you do not specify a-v option.

# mul tipath

create: 3600a0b80001327d80000006d43621677 undef W NSYS, SF2372
size=12G features='0" hwhandl er="0" wp=undef
“-+- policy='round-robin 0" prio=1 status=undef
|- 2:0:0:0 sdb 8:16 wundef ready running
- 3:0:0:0 sdf 8:80 undef ready running

create: 3600a0b80001327510000009a436215ec undef W NSYS, SF2372
size=12G features='0" hwhandl er="0" wp=undef
“-+- policy='round-robin 0" prio=1 status=undef
|- 2:0:0:1 sdc 8:32 undef ready running
- 3:0:0:1 sdg 8:96 undef ready running

create: 3600a0b80001327d800000070436216b3 undef W NSYS, SF2372
size=12G features='0" hwhandl er="0" wp=undef
“-+- policy='"round-robin 0" prio=1 status=undef
|- 2:0:0:2 sdd 8:48 undef ready running
- 3:0:0:2 sdg 8:112 undef ready running

create: 3600a0b80001327510000009b4362163e undef W NSYS, SF2372
size=12G features='0" hwhandl er=" 0" wp=undef
“-+- policy='round-robin 0" prio=1 status=undef
|- 2:0:0:3 sdd 8: 64 undef ready running
- 3:0:0:3 sdg 8:128 undef ready running
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3.4. Configuring Storage Devices

By default, DM-Multipath includes support for the most common storage arrays that support DM-Multipath.
The default configuration values, including supported devices, can be found inthe nul ti pat h. conf . defaul t's
file.

If you need to add a storage device that is not supported by default as a known multipath device, edit the/
etc/ mul ti pat h. conf fileand insert the appropriate device information.

For example, to add information about the HP Open-V seriesthe entry looks like this, where %n is the device
name:

devices {
device {
vendor "HP"
product "OPEN-V."
getuid_callout "/lib/udev/scsi_id --whitelisted --devi ce=/dev/ %"
}
}

For more information on the devices section of the configuration file, see Section Configuration File
Devices[p. 94].

85



DM-Multipath

4. The DM -Multipath Configuration File

By default, DM-Multipath provides configuration values for the most common uses of multipathing. In
addition, DM-Multipath includes support for the most common storage arrays that support DM-M ultipath.
The default configuration values and the supported devices can be found inthe mul ti pat h. conf . defaul t s
file.

Y ou can override the default configuration values for DM-Multipath by editing the/ et ¢/ mul ti pat h. conf
configuration file. If necessary, you can also add a storage array that is not supported by default to the
configuration file. This chapter provides information on parsing and modifying the nul ti pat h. conf file. It
contains sections on the following topics:

» Configuration File Overview [p. 86]

» Configuration File Blacklist [p. 87]

» Configuration File Defaults [p. 89]

» Configuration File Multipath Attributes [p. 93]

» Configuration File Devices [p. 94]

In the multipath configuration file, you need to specify only the sections that you need for your configuration,
or that you wish to change from the default values specified in the nul ti pat h. conf . def aul t s file. If there
are sections of thefile that are not relevant to your environment or for which you do not need to override the
default values, you can leave them commented out, as they arein the initia file.

The configuration file allows regular expression description syntax.

An annotated version of the configuration file can be found in/ usr/ shar e/ doc/ nul ti pat h-t ool s/ exanpl es/

mul ti pat h. conf. annot at ed. gz.

4.1. Configuration File Overview

The multipath configuration file is divided into the following sections:
blacklist

Listing of specific devices that will not be considered for multipath.

blacklist_exceptions

Listing of multipath candidates that would otherwise be blacklisted according to the parameters of the
blacklist section.

defaults

General default settings for DM-Multipath.
multipath

Settings for the characteristics of individual multipath devices. These values overwrite what is specified in
the defaults and devices sections of the configuration file.
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devices

Settings for the individual storage controllers. These values overwrite what is specified in the defaults
section of the configuration file. If you are using a storage array that is not supported by default, you may
need to create a devices subsection for your array.

When the system determines the attributes of a multipath device, first it checks the multipath settings, then the
per devices settings, then the multipath system defaults.

4.2. Configuration File Blacklist

The blacklist section of the multipath configuration file specifies the devices that will not be used when the
system configures multipath devices. Devices that are blacklisted will not be grouped into a multipath device.

« If you do need to blacklist devices, you can do so according to the following criteria:
* By WWID, as described Blacklisting By WWID [p. 87]
» By device name, as described in Blacklisting By Device Name [p. 87]
» By devicetype, as described in Blacklisting By Device Type [p. 88]

By default, avariety of device types are blacklisted, even after you comment out the initial blacklist section
of the configuration file. For information, see Blacklisting By Device Name [p. 87]

4.2.1. Blacklisting By WWID

Y ou can specify individual devicesto blacklist by their World-Wide | Dentification with awwid entry in the
blacklist section of the configuration file.

The following example shows the lines in the configuration file that would blacklist a device with a WWID of
26353900f02796769.

bl acklist {
wwi d 26353900f 02796769

}

4.2.2. Blacklisting By Device Name

Y ou can blacklist device types by device name so that they will not be grouped into a multipath device by
specifying a devnode entry in the blacklist section of the configuration file.

The following example shows the lines in the configuration file that would blacklist all SCSI devices, since it
blacklists all sd* devices.

bl acklist {
devnode "“sd[a-z]"

}

Y ou can use adevnode entry in the blacklist section of the configuration file to specify individual devices
to blacklist rather than all devices of a specific type. Thisis not recommended, however, since unlessitis
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statically mapped by udev rules, there is no guarantee that a specific device will have the same name on
reboot. For example, a device name could change from / dev/ sda to / dev/ sdb on reboot.

By default, the following devnode entries are compiled in the default blacklist; the devices that these entries
blacklist do not generally support DM-Multipath. To enable multipathing on any of these devices, you would
need to specify them in the blacklist_exceptions section of the configuration file, as described in Blacklist
Exceptions [p. 88]

bl acklist {
devnode "~(ranraw | oop| fd| nd| dm | sr|scd|st)[0-9]*"
devnode "“hd[a-z]"

}

4.2.3. Blacklisting By Device Type

Y ou can specify specific device typesin the blacklist section of the configuration file with a device section.
The following example blacklists all IBM DS4200 and HP devices.

bl acklist {
devi ce {
vendor "I BM
product "3S42" #DS4200 Product 10
}
devi ce {

vendor " HP"
product "*"

}

4.2.4. Blacklist Exceptions

Y ou can use the blacklist_exceptions section of the configuration file to enable multipathing on devices that
have been blacklisted by default.

For example, if you have alarge number of devices and want to multipath only one of them (with the WWID
of 3600d0230000000000e13955cc3757803), instead of individually blacklisting each of the devices except
the one you want, you could instead blacklist al of them, and then allow only the one you want by adding the
following linesto the/ et ¢/ nul ti pat h. conf file.

bl ackl i st {
wwid "*"

}

bl ackl i st _exceptions {
wwi d "3600d0230000000000e13955¢cc3757803"

}

When specifying devicesin the blacklist_exceptions section of the configuration file, you must specify the
exceptions in the same way they were specified in the blacklist. For example, aWWID exception will not
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apply to devices specified by adevnode blacklist entry, even if the blacklisted device is associated with that
WWID. Similarly, devnode exceptions apply only to devnode entries, and device exceptions apply only to
device entries.

4.3. Configuration File Defaults

The/etc/ mul ti pat h. conf configuration file includes a defaults section that setsthe user_friendly_names
parameter to yes, asfollows.

defaults {
user _friendly_names yes

}

This overwrites the default value of the user_friendly _names parameter.

The configuration file includes atemplate of configuration defaults. This section is commented out, as
follows.

#defaul ts {
udev_dir / dev
pol l'i ng_i nterval 5
sel ector "round-robin 0"
pat h_gr oupi ng_pol i cy failover
getuid_cal |l out "/lib/dev/scsi_id --whitelisted --device=/dev/ %"
prio const
pat h_checker directio
rr_mn_io 1000
rr_weight wuniform
fail back manual
no_path_retry fai
user _friendly_nanes no

B R T S - S T S T T -

H+
[

To overwrite the default value for any of the configuration parameters, you can copy the relevant

line from this template into the defaults section and uncomment it. For example, to overwrite the
path_grouping_policy parameter so that it is multibus rather than the default value of failover, copy the
appropriate line from the template to the initial defaults section of the configuration file, and uncomment it,
asfollows.

defaults {

user _friendl y_nanes yes

pat h_gr oupi ng_policy mul ti bus
}

Table Multipath Configuration Defaults [p. 90] describes the attributes that are set in the defaults section
of thenul ti pat h. conf configuration file. These values are used by DM-Multipath unless they are overwritten
by the attributes specified in the devices and multipaths sections of the nul ti pat h. conf file.
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Table 5.3. Multipath Configuration Defaults

Attribute Description

polling_interval Specifies the interval between two path checksin seconds. For properly
functioning paths, the interval between checks will gradually increase to
(4 * polling_interval). The default valueis 5.

udev_dir The directory where udev device nodes are created. The default value
is/dev.
multipath_dir The directory where the dynamic shared objects are stored. The default

value is system dependent, commonly /1i b/ mul ti pat h.

verbosity The default verbosity. Higher values increase the verbosity level. Valid
levels are between 0 and 6. The default valueis 2.

path_selector Specifies the default algorithm to use in determining what path to use
for the next 1/0O operation. Possible values include:

 round-robin 0: Loop through every path in the path group, sending
the same amount of 1/0 to each.

e queue-length 0: Send the next bunch of 1/0 down the path with the
least number of outstanding I/O requests.

» service-time 0: Send the next bunch of 1/O down the path with the
shortest estimated service time, which is determined by dividing
thetotal size of the outstanding I/O to each path by itsrelative
throughput.

The default valueis round-robin O.

path_grouping_policy Specifies the default path grouping policy to apply to unspecified
multipaths. Possible valuesinclude:

« failover = 1 path per priority group

multibus = all valid pathsin 1 priority group
e group_by serial =1 priority group per detected serial number

group_by_prio = 1 priority group per path priority value

e group_by node name =1 priority group per target node name.

The default value isfailover.

getuid_callout Specifies the default program and arguments to call out to obtain a
unique path identifier. An absolute path is required.

The default valueis/lib/udev/scsi_id --whitelisted --device=/dev/%n.
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Attribute

Description

prio

Specifies the default function to call to obtain a path priority value. For
example, the ALUA bitsin SPC-3 provide an exploitable prio value.
Possible values include:

e const: Set apriority of 1 to all paths.

* emc: Generate the path priority for EMC arrays.

» alua: Generate the path priority based on the SCSI-3 ALUA settings.
» netapp: Generate the path priority for NetApp arrays.

 rdac: Generate the path priority for LSI/Engenio RDAC controller.

* hp_sw: Generate the path priority for Compag/HP controller in
active/standby mode.

* hds: Generate the path priority for Hitachi HDS Modular storage
arrays.

The default value is const.

prio_args

The arguments string passed to the prio function Most prio functions
do not need arguments. The datacore prioritizer need one. Example,
" timeout=1000 pr eferredsds=foo" . The default valueis (null) "™ .

features

The extra features of multipath devices. The only existing feature is
queue_if_no_path, which isthe same as setting no_path_retry to
gueue. For information on issues that may arise when using this feature,
see Section, "lssues with queue if _no_path feature”.

path_checker

Specifies the default method used to determine the state of the paths.
Possible values include:

» readsectorO: Read the first sector of the device.
e tur:IssueaTEST UNIT READY to the device.

» emc_clariion: Query the EMC Clariion specific EVPD page 0xCO to
determine the path.

* hp_sw: Check the path state for HP storage arrays with Active/
Standby firmware.

* rdac: Check the path status for L SI/Engenio RDAC storage
controller.

» directio: Read the first sector with direct I/0O.

The default value is dir ectio.

failback

Manages path group failback.
« A vaue of immediate specifies immediate failback to the highest
priority path group that contains active paths.
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Attribute Description
» A vaue of manual specifiesthat there should not be immediate
failback but that failback can happen only with operator intervention.
* A numeric value greater than zero specifies deferred failback,
expressed in seconds.
The default value is manual.
rr_min_io Specifies the number of 1/O requests to route to a path before switching
to the next path in the current path group.
The default value is 1000.
rr_weight If set to priorities, then instead of sending rr_min_io requests to a path

before calling path_selector to choose the next path, the number of
requests to send is determined by rr_min_io times the path's priority, as
determined by the prio function. If set to uniform, all path weights are
equal.

The default value is unifor m.

no_path_retry

A numeric value for this attribute specifies the number of times the
system should attempt to use afailed path before disabling queueing. A
value of fail indicatesimmediate failure, without queueing. A value of
queue indicates that queueing should not stop until the path is fixed.

The default valueiso.

user_friendly_names

If set to yes, specifies that the system should usethe/ et ¢/ mul ti pat h/

bi ndi ngs file to assign a persistent and unique alias to the multipath, in
the form of mpathn. If set to no, specifies that the system should use the
WWID asthe alias for the multipath. In either case, what is specified
here will be overridden by any device-specific aliases you specify in the
multipaths section of the configuration file.

The default value is no.

queue without_daemon

If set to no, the multipathd daemon will disable queueing for all
deviceswhen it is shut down.

The default value isyes.

flush_on_last_del If set to yes, then multipath will disable queueing when the last path to
adevice has been deleted.
The default valueis no.

max_fds Sets the maximum number of open file descriptors that can be opened

by multipath and the multipathd daemon. Thisis equivalent to the
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Attribute

Description

ulimit -n command. A value of max will set thisto the system limit from
I proc/ sys/ fs/ nr_open. If thisis not set, the maximum number of open
file descriptorsis taken from the calling process; it isusualy 1024. To
be safe, this should be set to the maximum number of paths plus 32, if
that number is greater than 1024.

checker timer

The timeout to use for path checkers that issue SCSI commands with an
explicit timeout, in seconds.

The default value istaken from / sys/ bl ock/ sdx/ devi ce/ ti meout ,
whichis30 secondsasof 12.04 LTS

fast_io fail tmo

The number of seconds the SCSI layer will wait after a problem has
been detected on an FC remote port before failing 1/0 to devices

on that remote port. This value should be smaller than the value of
dev_loss tmo. Setting thisto off will disable the timeout.

The default value is determined by the OS.

dev_loss tmo

The number of seconds the SCSI layer will wait after a problem has
been detected on an FC remote port before removing it from the system.
Setting thisto infinity will set thisto 2147483647 seconds, or 68 years.
The default value is determined by the OS.

4.4. Configuration File Multipath Attributes

Table Multipath Attributes [ p. 93] shows the attributes that you can set in the multipaths section of the

mul ti pat h. conf configuration file for each specific multipath device. These attributes apply only to the one
specified multipath. These defaults are used by DM-Multipath and override attributes set in the defaults and
devices sections of the multipath.conf file.

Table5.4. Multipath Attributes

Attribute Description

wwid Specifies the WWID of the multipath device to which the multipath attributes
apply. This parameter is mandatory for this section of the nul ti pat h. conf file.

alias Specifies the symbolic name for the multipath device to which the multipath

attributes apply. If you are using user_friendly_names, do not set this value
to mpathn; this may conflict with an automatically assigned user friendly name
and give you incorrect device node names.

In addition, the following parameters may be overridden in this multipath section

® pat h_groupi ng_policy

* path_sel ector
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e fail back

®* prio

®* prio_args

* no_path_retry
®* rr_mn_io

* rr_weight

e flush_on_I ast_del

The following example shows multipath attributes specified in the configuration file for two specific
multipath devices. The first device hasa WWID of 3600508b4000156d70001200000b0000 and a symbolic
name of yellow.

The second multipath device in the example hasa WWID of 1DEC 321816758474 and a symbolic name
of red. In thisexample, the rr_weight attributes are set to priorities.

mul tipaths {

multipath {
wwi d 3600508b4000156d70001200000b0000
alias yel | ow
pat h_groupi ng_policy nmultibus
pat h_sel ect or "round-robin 0"
fail back manual
rr_wei ght priorities
no_path_retry 5
}
mul tipath {
wwi d 1DEC 321816758474
alias red
rr_wei ght priorities

}

4.5. Configuration File Devices

Table Device Attributes [ p. 95] shows the attributes that you can set for each individual storage device

in the devices section of the multipath.conf configuration file. These attributes are used by DM-Multipath
unless they are overwritten by the attributes specified in the multipaths section of the nul ti pat h. conf file
for paths that contain the device. These attributes override the attributes set in the defaults section of the
mul ti pat h. conf file.

Many devices that support multipathing are included by default in a multipath configuration. The values
for the devices that are supported by default arelisted in the nul ti pat h. conf . def aul t s file. You probably
will not need to modify the values for these devices, but if you do you can overwrite the default values by
including an entry in the configuration file for the device that overwrites those values. Y ou can copy the
device configuration defaults from the nul ti pat h. conf . annot at ed. gz or if you wish to have a brief config
file, mul ti pat h. conf . synt het i c file for the device and override the values that you want to change.
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To add adevice to this section of the configuration file that is not configured automatically by default,

you must set the vendor and product parameters. Y ou can find these values by looking at /sys/block/
device_name/devicelvendor and /sys/block/device_name/device/model where device name isthe deviceto
be multipathed, asin the following example:

# cat /sys/ bl ock/sda/ devi ce/ vendor
W NSYS

# cat /sys/ bl ock/ sda/ devi ce/ nodel
SF2372

The additional parameters to specify depend on your specific device. If the deviceis active/active, you will
usually not need to set additional parameters. Y ou may want to set path_grouping_policy to multibus.
Other parameters you may need to set are no_path retry and rr_min_io, as described in Table Multipath
Attributes [p. 93].

If the device is active/passive, but it automatically switches paths with 1/0 to the passive path, you need to
change the checker function to one that does not send I/O to the path to test if it is working (otherwise, your
device will keep failing over). This almost always means that you set the path_checker to tur; this works for
all SCSI devices that support the Test Unit Ready command, which most do.

If the device needs a special command to switch paths, then configuring this device for multipath requires a
hardware handler kernel module. The current available hardware handler is emc. If thisis not sufficient for
your device, you may not be able to configure the device for multipath.

Table5.5. Device Attributes

Attribute Description

vendor Specifies the vendor name of the storage device to which the device attributes
apply, for example COMPAQ.

product Specifies the product name of the storage device to which the device attributes
apply, for example HSV 110 (C)COMPAQ.

revision Specifies the product revision identifier of the storage device.
product_blacklist Specifies aregular expression used to blacklist devices by product.
hardware_handler Specifies amodule that will be used to perform hardware specific actions when

switching path groups or handling 1/O errors. Possible values include:
e 1 emc: hardware handler for EMC storage arrays
* 1 alua: hardware handler for SCSI-3 ALUA arrays.

» 1 hp_sw: hardware handler for Compag/HP controllers.

* 1rdac: hardware handler for the L SI/Engenio RDAC controllers.

In addition, the following parameters may be overridden in this device section

* pat h_groupi ng_policy
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* getuid_call out
* path_sel ector
* pat h_checker

e features

e fail back

® prio

* prio_args

* no_path_retry
* rr_mn.iio

* rr_weight

e fast_io_fail _tno
* dev_loss_tno

e flush_on_I ast _del

Whenever ahardware_handler is specified, it is your responsibility to ensure that the appropriate
kernel module isloaded to support the specified interface. These modules can befoundin/1i b/
nodul es/ “unane -r’/kernel /drivers/scsi/device_handl er/ . Therequisite module should be
integrated into the initrd to ensure the necessary discovery and failover-failback capacity is available
during boot time. Example,

# echo scsi_dh_alua >> /etc/initranfs-tool s/ nodules ## append nodule to file
# update-initranfs -u -k all

The following example shows a device entry in the multipath configuration file.

#devi ces {

# device {

# vendor " COVPAQ

# product " MSA1000

# path_grouping_policy nmultibus
# path_checker tur

# rr_weight opriorities

#

}
#}

The spacing reserved in the vendor, product, and revision fields are significant as multipath is performing
adirect match against these attributes, whose format is defined by the SCSI specification, specifically the
Sandard INQUIRY? command. When guotes are used, the vendor, product, and revision fields will be
interpreted strictly according to the spec. Regular expressions may be integrated into the quoted strings.
Should afield be defined without the requisite spacing, multipath will copy the string into the properly
sized buffer and pad with the appropriate number of spaces. The specification expects the entire field to be
populated by printable characters or spaces, as seen in the example above

2 http://en.wikipedia.org/wiki/SCSI_Inquiry_Command
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 vendor: 8 characters
» product: 16 characters

e revision: 4 characters

To create amore robust configuration file, regular expressions can also be used. Operatorsinclude” $[] .
* ? +. Examples of functional regular expressions can be found by examining the live multipath database and
mul ti pat h. conf examplefilesfound in/ usr/ share/ doc/ mul ti pat h-t ool s/ exanpl es:

# echo 'show config' | nultipathd -k
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5. DM-Multipath Administration and Troubleshooting

5.1. Resizing an Online Multipath Device

If you need to resize an online multipath device, use the following procedure

1. Resizeyour physical device. Thisis storage platform specific.
2. Usethefollowing command to find the paths to the LUN:

# nmultipath -1
3. Resizeyour paths. For SCSI devices, writing 1 to ther escan file for the device causes the SCSI driver to
rescan, asin the following command:

# echo 1 > /sys/bl ock/ devi ce_nane/ devi ce/ rescan

4. Resize your multipath device by running the multipathd resize command:

# multipathd -k 'resize nap npat ha'
5. Resizethefile system (assuming no LVM or DOS partitions are used):

# resize2fs /dev/ mapper/ npat ha

5.2. Moving root File Systems from a Single Path Device to a Multipath Device

Thisis dramatically smplified by the use of UUIDs to identify devices asan intrinsic label. Simply install
multipath-tools-boot and reboot. Thiswill rebuild the initial ramdisk and afford multipath the opportunity to
build it's paths before the root file system is mounted by UUID.

Whenever nul ti pat h. conf isupdated, so should the initrd by executing update-initramfs -u -k
all. Thereason being isnul ti pat h. conf iscopied to the ramdisk and is integral to determining the
available devices for grouping viait's blacklist and device sections.

5.3. Moving swap File Systems from a Single Path Device to a Multipath Device

The procedure is exactly the same asillustrated in the previous section called Moving root File Systems froma
Sngle Path to a Multipath Device.

5.4. The Multipath Daemon

If you find you have trouble implementing a multipath configuration, you should ensure the multipath daemon
isrunning as described in " Setting up DM-Multipath". The multipathd daemon must be running in order to
use multipathd devices. Also see section Troubleshooting with the multi pathd interactive consol e concerning
interacting with multipathd as a debugging aid.

5.5. Issues with queue if no path

If features” 1 queue if no_path" isspecifiedinthe/etc/ mul tipat h. conf file, then any process that uses
1/0 will hang until one or more paths are restored. To avoid this, set the no_path_retry N parameter in the/

etc/ mul tipath. conf.
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When you set the no_path_retry parameter, remove the features" 1 queue_if_no_path" option from
the/etc/ nul ti pat h. conf fileaswell. If, however, you are using a multipathed device for which the
features "1 queue_if_no_path" optionisset asacompiled in default, asitisfor many SAN devices,
you must add f eat ures " 0" to override this default. Y ou can do this by copying the existing devices
section, and just that section (not the entirefile), from / usr/ shar e/ doc/ mul ti pat h-t ool s/ exanpl es/
mul ti pat h. conf. annot at ed. gz into/ et ¢/ mul ti pat h. conf and editing to suit your needs.

If youneedtousethefeatures "1 queue_if_no_pat h" option and you experience the issue noted here,
use the dmsetup command to edit the policy at runtime for a particular LUN (that is, for which al the
paths are unavailable). For example, if you want to change the policy on the multipath device npat hc from
"queue_i f_no_path" to "fail _if_no_path", execute the following command.

# dnsetup nessage npathc 0 "fail _if_no_path"

Y ou must specify the npat hN alias rather than the path

5.6. Multipath Command Output

When you create, modify, or list amultipath device, you get a printout of the current device setup. The format
isasfollows. For each multipath device:

action_if_any: alias (wid_if_different_fromalias) dmdevice_name_if_known
vendor, product
size=si ze features='features' hwhandl er='"hardware_handl er' wp=write_permni ssion_if_known

For each path group:

-+- policy="scheduling_policy' prio=prio_if_known
st atus=pat h_group_status_i f_known

For each path:

“- host:channel :id:lun devnode mgjor: mnor dmstatus_if_known path_status
online_status

For example, the output of a multipath command might appear as follows:

3600d0230000000000€13955¢cc3757800 dm 1 W NSYS, SF2372
Si ze=269G features="0" hwhandl er="0" wp=rw
| -+- policy="round-robin 0" prio=1 status=active
| *- 6:0:0:0 sdb 8:16 active ready running
“-+- policy='round-robin 0" prio=1 status=enabl ed
- 7:0:0:0 sdf 8:80 active ready running

If the path is up and ready for 1/O, the status of the path isready or ghost. If the path is down, the statusis
faulty or shaky. The path status is updated periodically by the multipathd daemon based on the polling
interval defined inthe/ et ¢/ nul ti pat h. conf file.
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The dm status is similar to the path status, but from the kernel's point of view. The dm status has two states:
failed, which is analogous to faulty, and active which covers al other path states. Occasionally, the path state
and the dm state of a device will temporarily not agree.

The possible values for online_status are running and offline. A status of offline means that the SCSI device
has been disabled.

When amultipath deviceis being created or modified , the path group status, the dm device name,
the write permissions, and the dm status are not known. Also, the features are not always correct

5.7. Multipath Queries with multipath Command

Y ou can use the -I and -1l options of the multipath command to display the current multipath configuration.
The -1 option displays multipath topology gathered from information in sysfs and the device mapper. The -l
option displays the information the -1 displays in addition to all other available components of the system.

When displaying the multipath configuration, there are three verbosity levels you can specify with the -v
option of the multipath command. Specifying -v0 yields no output. Specifying -v1 outputs the created or
updated multipath names only, which you can then feed to other tools such as kpartx. Specifying -v2 prints all
detected paths, multipaths, and device maps.

The default verbosity level of multipath is 2 and can be globally modified by defining the verbosity
attribute in the defaults section of nul ti pat h. conf.

The following example shows the output of a multipath - command.

# multipath -1
3600d0230000000000€13955¢cc3757800 dm 1 W NSYS, SF2372
si ze=269G features="0" hwhandl er="0'" wp=rw
| -+- policy="round-robin 0" prio=1 status=active
| *- 6:0:0:0 sdb 8:16 active ready running
“-+- policy='round-robin 0" prio=1 status=enabl ed
- 7:0:0:0 sdf 8:80 active ready running

The following example shows the output of a multipath -1l command.

# multipath -11
3600d0230000000000e13955¢cc3757801 dm 10 W NSYS, SF2372
si ze=269G features='0'" hwhandl er="0'" wp=rw
| -+- policy="round-robin 0' prio=1 status=enabl ed
| “- 19:0:0:1 sdc 8:32 active ready running
“-+- policy='round-robin 0" prio=1 status=enabl ed
18:0: 0: 1 sdh 8:112 active ready running
3600d0230000000000€13955¢cc3757803 dm 2 W NSYS, SF2372
si ze=125G features='0'" hwhandl er="0'" wp=rw
“-+- policy='round-robin 0" prio=1 status=active
|- 19:0:0:3 sde 8:64 active ready running
“- 18:0:0:3 sdj 8:144 active ready running
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5.8. Multipath Command Options

Table Useful multipath Command Options [p. 101] describes some options of the multipath command that
you might find useful.

Table 5.6. Useful multipath Command Options

Option Description

-l Display the current multipath configuration gathered from sysfs and the
device mapper.

-l Display the current multipath configuration gathered from sysfs, the device
mapper, and all other available components on the system.

-f device Remove the named multipath device.

-F Remove all unused multipath devices.

5.9. Determining Device Mapper Entries with dmsetup Command

Y ou can use the dmsetup command to find out which device mapper entries match the multipathed devices.

The following command displays all the device mapper devices and their major and minor numbers. The
minor numbers determine the name of the dm device. For example, aminor number of 3 corresponds to the
multipathed device/ dev/ dm 3.

# dnsetup |s
mpat hd (253, 4)

nmpat hepl (253, 12)
mpat hf p1 (253, 11)
mpat hb (253, 3)

nmpat hgpl (253, 14)
nmpat hhpl (253, 13)

nmpat ha (253, 2)
mpat hh (253, 9)
mpat hg (253, 8)

Vol G oup00- LogVol 01 (253, 1)
mpat hf (253, 7)

Vol G oup00- LogVol 00 (253, 0)
nmpat he (253, 6)

nmpat hbpl (253, 10)

mpat hd (253, 5)

5.10. Troubleshooting with the multipathd interactive console

The multipathd -k command is an interactive interface to the multipathd daemon. Entering this command
brings up an interactive multipath console. After entering this command, you can enter help to get alist of
available commands, you can enter ainteractive command, or you can enter CTRL-D to quit.
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The multipathd interactive console can be used to troubleshoot problems you may be having with your
system. For example, the following command sequence displays the multipath configuration, including the
defaults, before exiting the console. Seethe IBM article "Tricks with Multipathd"® for more examples,

# multipathd -k
> > show config
> > CTRL-D

The following command sequence ensures that multipath has picked up any changes to the multipath.conf,

# mul tipathd -k
> > reconfigure
> > CTRL-D

Use the following command sequence to ensure that the path checker is working properly.

# multipathd -k
> > show pat hs
> > CTRL-D

Commands can also be streamed into multipathd using stdin like so:

# echo 'show config' | nultipathd -k

3 http://www-01.ibm.com/support/docview.wss?uid=isg3T1011985
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Chapter 6. Remote Administration

There are many ways to remotely administer a Linux server. This chapter will cover three of the most popular
applications OpenSSH, Puppet, and Zentyal.
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1. OpenSSH Server

1.1. Introduction

This section of the Ubuntu Server Guide introduces a powerful collection of tools for the remote control of,
and transfer of data between, networked computers called OpenSSH. Y ou will also learn about some of the
configuration settings possible with the OpenSSH server application and how to change them on your Ubuntu
system.

OpenSSH isafreely available version of the Secure Shell (SSH) protocol family of tools for remotely
controlling, or transferring files between, computers. Traditional tools used to accomplish these functions,
such as telnet or rcp, areinsecure and transmit the user's password in cleartext when used. OpenSSH provides
a server daemon and client tools to facilitate secure, encrypted remote control and file transfer operations,
effectively replacing the legacy tools.

The OpenSSH server component, sshd, listens continuously for client connections from any of the client tools.
When a connection request occurs, sshd sets up the correct connection depending on the type of client tool
connecting. For example, if the remote computer is connecting with the ssh client application, the OpenSSH
server sets up aremote control session after authentication. If aremote user connects to an OpenSSH server
with scp, the OpenSSH server daemon initiates a secure copy of files between the server and client after
authentication. OpenSSH can use many authentication methods, including plain password, public key, and
Kerberos tickets.

1.2. Installation

Installation of the OpenSSH client and server applicationsis simple. To install the OpenSSH client
applications on your Ubuntu system, use this command at aterminal prompt:

sudo apt install openssh-client

To install the OpenSSH server application, and related support files, use this command at aterminal prompt:

sudo apt install openssh-server

The openssh-server package can also be selected to install during the Server Edition installation process.

1.3. Configuration

Y ou may configure the default behavior of the OpenSSH server application, sshd, by editing thefile/ et ¢/
ssh/ sshd_confi g. For information about the configuration directives used in thisfile, you may view the
appropriate manual page with the following command, issued at aterminal prompt:

man sshd_config
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There are many directives in the sshd configuration file controlling such things as communication settings,
and authentication modes. The following are examples of configuration directives that can be changed by
editing the/ et c/ ssh/ sshd_confi g file.

o Prior to editing the configuration file, you should make a copy of the original file and protect it from
writing so you will have the original settings as a reference and to reuse as necessary.

Copy the/ et ¢/ ssh/ sshd_confi g file and protect it from writing with the following commands,
issued at aterminal prompt:

sudo cp /etc/ssh/sshd_config /etc/ssh/sshd_config.original
sudo chnod a-w /etc/ssh/sshd_config. original

The following are examples of configuration directives you may change:

» To set your OpenSSH to listen on TCP port 2222 instead of the default TCP port 22, change the Port
directive as such:

Port 2222
» To have sshd allow public key-based login credentials, simply add or modify the line:

PubkeyAuthentication yes

If theline is already present, then ensure it is not commented out.

» To make your OpenSSH server display the contents of the/ et c/ i ssue. net file asapre-login banner,
simply add or modify the line:
Banner /etc/issue.net

Inthe/ et c/ ssh/ sshd_confi g file.

After making changesto the/ et c/ ssh/ sshd_confi g file, save the file, and restart the sshd server application
to effect the changes using the following command at aterminal prompt:

sudo systenttl restart sshd. service

Many other configuration directives for sshd are available to change the server application's behavior
to fit your needs. Be advised, however, if your only method of access to a server is ssh, and you
make a mistake in configuring sshd viathe/ et ¢/ ssh/ sshd_confi g file, you may find you are
locked out of the server upon restarting it. Additionally, if anincorrect configuration directiveis
supplied, the sshd server may refuse to start, so be extra careful when editing thisfile on aremote
server.

1.4. SSH Keys

SSH keys allow authentication between two hosts without the need of a password. SSH key authentication
uses two keys, a private key and apublic key.
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To generate the keys, from aterminal prompt enter:

ssh-keygen -t rsa

Thiswill generate the keys using the RSA Algorithm. During the process you will be prompted for a password.
Simply hit Enter when prompted to create the key.

By default the public key issaved inthefile~/ . ssh/i d_r sa. pub, While~/ . ssh/i d_r sa isthe private key.
Now copy thei d_r sa. pub file to the remote host and append it to ~/ . ssh/ aut hori zed_keys by entering:

ssh-copy-id user nane@ enot ehost

Finally, double check the permissions on the aut hor i zed_keys file, only the authenticated user should have
read and write permissions. If the permissions are not correct change them by:

chnod 600 . ssh/authorized_keys

Y ou should now be able to SSH to the host without being prompted for a password.

1.5. References

« Ubuntu Wiki SSH* page.
 OpenSSH Website?
« Advanced OpenSSH Wiki Page®

1 https://hel p.ubuntu.com/community/SSH
2 http://www.openssh.org/
3 https://wiki.ubuntu.com/AdvancedOpenSSH
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2. Puppet

Puppet is a cross platform framework enabling system administrators to perform common tasks using code.
The code can do a variety of tasks from installing new software, to checking file permissions, or updating user
accounts. Puppet is great not only during the initial installation of a system, but also throughout the system's
entire life cycle. In most circumstances puppet will be used in a client/server configuration.

This section will cover installing and configuring Puppet in a client/server configuration. This simple example
will demonstrate how to install Apache using Puppet.

2.1. Preconfiguration

Prior to configuring puppet you may want to add a DNS CNAME record for puppet.example.com, where
example.comis your domain. By default Puppet clients check DNS for puppet.example.com as the puppet
server name, or Puppet Master. See Chapter 8, Domain Name Service (DNS) [p. 166] for more DNS
details.

If you do not wish to use DNS, you can add entriesto the server and client / et ¢/ host s file. For example, in
the Puppet server's/ et ¢/ host s file add:

127.0.0.1 | ocal host. | ocal donai n | ocal host puppet
192.168. 1. 17 puppetclient. exanpl e. com puppetclient

On each Puppet client, add an entry for the server:

192. 168. 1. 16 puppet mast er. exanpl e. com puppet mast er puppet

Replace the example | P addresses and domain names above with your actual server and client
addresses and domain names.

2.2. Installation

Toinstall Puppet, in aterminal on the server enter:

sudo apt install puppetnaster

On the client machine, or machines, enter:

sudo apt install puppet

2.3. Configuration

Create afolder path for the apache2 class:
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sudo nkdir -p /etc/puppet/nodul es/apache2/ manifests

Now setup some resources for apache2. Create afile/ et ¢/ puppet / modul es/ apache2/ mani fests/init. pp
containing the following:

cl ass apache2 {
package { 'apache2':
ensure => install ed,

service { 'apache2':
ensure => true,
enable => true,
require => Package[' apache2'],

}

Next, create anodefile/ et ¢/ puppet / code/ envi r onmrent s/ pr oduct i on/ nani f est s/ si t e. pp with:

node ' puppetclient.exanple.com {
i ncl ude apache2

Replace puppetclient.example.com with your actual Puppet client's host name.

The final step for this simple Puppet server isto restart the daemon:

sudo systenttl restart puppetnaster.service
Now everything is configured on the Puppet server, it istime to configure the client.

First, configure the Puppet agent daemon to start. Edit / et ¢/ def aul t/ puppet , changing START to yes.

START=yes

Then start the service:

sudo systenct|l start puppet.service

View the client cert fingerprint

sudo puppet agent --fingerprint

Back on the Puppet server, view pending certificate signing requests:

sudo puppet cert Iist

108



Remote Administration

On the Puppet server, verify the fingerprint of the client and sign puppetclient's cert:

sudo puppet cert sign puppetclient.exanple.com

On the Puppet client, run the puppet agent manually in the foreground. This step isn't strictly speaking
necessary, but it is the best way to test and debug the puppet service.

sudo puppet agent --test

Check / var /1 og/ sysl og on both hosts for any errors with the configuration. If al goes well the apache2
package and it's dependencies will be installed on the Puppet client.

This exampleis very simple, and does not highlight many of Puppet's features and benefits. For
more information see Section 2.4, “ Resources’ [p. 109].

2.4. Resources

« Seethe Official Puppet Documentation” web site.
« Seethe Puppet forge®, online repository of puppet modules,
« Also see Pro Puppet®.

4 http://docs.puppetlabs.com/
5 http://forge.puppetl abs.com/
6 http://www.apress.com/9781430230571
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3. Zentyal

Zentyal isaLinux small business server that can be configured as a gateway, infrastructure manager, unified
threat manager, office server, unified communication server or a combination of them. All network services
managed by Zentyal are tightly integrated, automating most tasks. This saves time and helps to avoid errors
in network configuration and administration. Zentyal is open source, released under the GNU General Public
License (GPL) and runs on top of Ubuntu GNU/Linux.

Zentyal consists of a series of packages (usually one for each modul€) that provide aweb interface to
configure the different servers or services. The configuration is stored on a key-value Redis database, but
users, groups, and domains-related configuration is on OpenLDAP . When you configure any of the available
parameters through the web interface, final configuration files are overwritten using the configuration
templates provided by the modules. The main advantage of using Zentyal isaunified, graphical user interface
to configure al network services and high, out-of-the-box integration between them.

Zentyal publishes one major stable release once ayear based on the latest Ubuntu LTS release.

3.1. Installation

If you would like to create a new user to access the Zentya web interface, run:

sudo adduser usernane sudo

Add the Zentyal repository to your repository list:

sudo add-apt-repository "deb http://archive.zentyal.org/zentyal 3.5 nain extra"

Import the public keys from Zentyal:

sudo apt-key adv --keyserver keyserver.ubuntu.com --recv-keys 10E239FF
wget -q http://keys.zentyal .org/zentyal -4.2-archive.asc -O | sudo apt-key add -
Update your packages and install Zentyal:

sudo apt update
sudo apt install zentya

During installation you will be asked to set aroot MySQL password and confirm port 443.

3.2. First steps

Any system account belonging to the sudo group is alowed to log into the Zentyal web interface. The user
created while installing Ubuntu Server will belong to the sudo group by default.

To access the Zentyal web interface, point a browser to https://localhost/ or to the | P address of your remote
server. As Zentyal createsits own self-signed SSL certificate, you will have to accept a security exception on
your browser. Log in with the same username and password used to log in to your server.
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Once logged in you will see an overview of your server. Individual modules, such as Antivirus or Firewall,
can be installed by simply clicking them and then clicking Install. Selecting server roles like Gateway or
Infrastructure can be used to install multiple modules at once.

Modules can also be installed via the command line:

sudo apt install <zentyal - nodul e>

See thelist of available modules below.

To enable amodule, go to the Dashboard, then click Module Status. Click the check box for the module, then
Save changes.

To configure any of the features of your installed modules, click the different sections on the left menu. When
you make any changes, ared "Save changes' button appearsin the upper right corner.

If you need to customize any configuration file or run certain actions (scripts or commands) to configure
features not available on Zentyal, place the custom configuration file templates on /etc/zentyal/stubs/
<module>/ and the hooks on /etc/zentyal/hooks/<modul e>.<action>. Read more about stubs and hooks here’.

3.3. Modules

Zentyal 2.3 is available on Ubuntu 18.04 Universe repository. The modules available are:

» zentyal-core & zentya-common: the core of the Zentyal interface and the common libraries of the
framework. Also includes the logs and events modules that give the administrator an interface to view the
logs and generate events from them.

 zentyal-network: manages the configuration of the network. From the interfaces (supporting static | P,
DHCP, VLAN, bridges or PPPoE), to multiple gateways when having more than one Internet connection,
load balancing and advanced routing, static routes or dynamic DNS.

» zentyal-objects & zentyal-services: provide an abstraction level for network addresses (e.g. LAN instead of
192.168.1.0/24) and ports named as services (e.g. HTTP instead of 80/TCP).

 zentyal-firewall: configures the iptables rules to block forbiden connections, NAT and port redirections.

» zentyal-ntp: installs the NTP daemon to keep server on time and allow network clients to synchronize their
clocks against the server.

» zentyal-dhcp: configures |SC DHCP server supporting network ranges, static leases and other advanced
options like NTP, WINS, dynamic DNS updates and network boot with PXE.

» zentyal-dns: brings ISC Bind9 DNS server into your server for caching local queries as aforwarder or as an
authoritative server for the configured domains. Allows to configure A, CNAME, MX, NS, TXT and SRV
records.

» zentyal-ca integrates the management of a Certification Authority within Zentyal so users can use
certificates to authenticate against the services, like with OpenVPN.

7 https://wiki.zentyal .org/wiki/En/4.0/Appendix_B:_Development_and_advanced_configuration#Advanced_Service_Customization
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* zentyal-openvpn: alows to configure multiple VPN servers and clients using OpenV PN with dynamic
routing configuration using Quagga.

» zentyal-users. provides an interface to configure and manage users and groups on OpenL DAP. Other
services on Zentyal are authenticated against LDAP having a centralized users and groups management. It
is also possible to synchronize users, passwords and groups from a Microsoft Active Directory domain.

 zentyal-squid: configures Squid and Dansguardian for speeding up browsing thanks to the caching
capabilities and content filtering.

» zentyal-samba: allows Samba configuration and integration with existing LDAP. From the same interface
you can define password policies, create shared resources and assign permissions.

 zentya-printers: integrates CUPS with Samba and allows not only to configure the printers but also give
them permissions based on LDAP users and groups.

Not present on Ubuntu Universe repositories, but on Zentyal Team PPA® you will find these other modules:

» zentya-antivirus: integrates ClamAV antivirus with other modules like the proxy, file sharing or mailfilter.
» zentyal-asterisk: configures Asterisk to provide a simple PBX with LDAP based authentication.

* zentyal-bwmonitor: alows to monitor bandwith usage of your LAN clients.

* zentyal-captiveportal: integrates a captive portal with the firewall and LDAP users and groups.
 zentyal-ebackup: allows to make scheduled backups of your server using the popular duplicity backup tool.
» zentyal-ftp: configures a FTP server with LDAP based authentication.

» zentyal-ids: integrates a network intrusion detection system.

» zentyal-ipsec: allows to configure I Psec tunnels using OpenSwan.

» zentyal-jabber: integrates ejabberd XMPP server with LDAP users and groups.

» zentyal-thinclients: a L TSP based thin clients solution.

» zentyal-mail: afull mail stack including Postfix and Dovecot with LDAP backend.

» zentya-mailfilter: configures amavisd with mail stack to filter spam and attached virus.
 zentyal-monitor: integrates collectd to monitor server performance and running services.

» zentyal-pptp: configures a PPTP VPN server.

 zentyal-radius: integrates FreeRADIUS with LDAP users and groups.

» zentyal-software: simple interface to manage installed Zentyal modules and system updates.
 zentyal-trafficshaping: configures traffic limiting rules to do bandwidth throttling and improve latency.
 zentyal-usercorner: allows usersto edit their own LDAP attributes using a web browser.

» zentyal-virt: simple interface to create and manage virtual machines based on libvirt.

» zentyal-webmail: allows to access your mail using the popular Roundcube webmail.

» zentyal-webserver: configures Apache webserver to host different sites on your machine.

» zentyal-zarafa: integrates Zarafa groupware suite with Zentyal mail stack and LDAP.

8 https://launchpad.net/~zentyal/
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3.4. References

Zentyal Official Documentation ° page.
Zentyal Community Wiki*°.

Visit the Zentyal forum ™ for community support, feedback, feature requests, etc.

9 http://doc.zentyal .org/
10 http://trac.zentyal .org/wiki/Documentation
n http://forum.zentyal .org/
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Chapter 7. Network Authentication

This section applies LDAP to network authentication and authorization.
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1. OpenL DAP Server

The Lightweight Directory Access Protocol, or LDAP, is aprotocol for querying and modifying a X.500-
based directory service running over TCP/IP. The current LDAP version is LDAPV3, as defined in RFC4510%,
and the implementation in Ubuntu is OpenLDAP."

So the LDAP protocol accesses LDAP directories. Here are some key concepts and terms:

» A LDAPdirectory isatree of dataentriesthat is hierarchical in nature and is called the Directory
Information Tree (DIT).

* Anentry consists of a set of attributes.
* An attribute has a type (a name/description) and one or more values.
 Every attribute must be defined in at least one objectClass.

 Attributes and objectclasses are defined in schemas (an objectclassis actually considered as a special kind
of attribute).

» Each entry has aunique identifier: its Distinguished Name (DN or dn). This, in turn, consists of a Relative
Distinguished Name (RDN) followed by the parent entry's DN.

» Theentry's DN isnot an attribute. It is not considered part of the entry itself.

The terms object, container, and node have certain connotations but they all essentially mean the
same thing as entry, the technically correct term.

For example, below we have asingle entry consisting of 11 attributes where the following is true:
* DN is"cn=John Doe,dc=example,dc=com"
* RDN is"cn=John Doe"

e parent DN is"dc=example,dc=com"

dn: cn=John Doe, dc=exanpl e, dc=com
cn: John Doe

gi venNanme: John

sn: Doe

t el ephoneNunber: +1 888 555 6789

t el ephoneNunber: +1 888 555 1232
mai | : j ohn@xanpl e. com

manager: cn=Larry Snith, dc=exanpl e, dc=com
obj ect G ass: inet O gPerson

obj ect G ass: organi zati onal Person
obj ect C ass: person

obj ectC ass: top

The above entry isin LDIF format (LDAP Data I nterchange Format). Any information that you feed into your
DIT must also bein such aformat. It is defined in RFC2849°,

L http:/itoolsiietf.org/tml/ric4510
2 http://tools.ietf.org/html/rfc2849

115


http://tools.ietf.org/html/rfc4510
http://tools.ietf.org/html/rfc2849
http://tools.ietf.org/html/rfc4510
http://tools.ietf.org/html/rfc2849

Network Authentication

Although this guide will describe how to useit for central authentication, LDAP is good for anything that
involves alarge number of access requests to a mostly-read, attribute-based (name:value) backend. Examples
include an address book, alist of email addresses, and a mail server's configuration.

1.1. Installation

Install the OpenLDAP server daemon and the traditional LDAP management utilities. These are found in
packages slapd and |dap-utils respectively.

Theinstallation of slapd will create aworking configuration. In particular, it will create a database instance
that you can use to store your data. However, the suffix (or base DN) of thisinstance will be determined from
the domain name of the host. If you want something different, you can change it right after the installation
when you still don't have any useful data.

This guide will use a database suffix of dc=example,dc=com.

Proceed with the install ;

sudo apt install slapd |dap-utils

If you want to change your DIT suffix, now would be a good time, because changing it discards your existing
one. To change the suffix, run the following command:

sudo dpkg-reconfigure slapd

To switch your DIT suffix to dc=example,dc=com, for example, so you can follow this guide more closely,
answer example.com when asked about the DNS domain name.

Since Ubuntu 8.10 slapd is designed to be configured within slapd itself by dedicating a separate DIT for

that purpose. This allows one to dynamically configure slapd without the need to restart the service. This
configuration database consists of a collection of text-based LDIF files located under / et c/ | dap/ sl apd. d.
Thisway of working is known by several names: the slapd-config method, the RTC method (Real Time
Configuration), or the cn=config method. Y ou can still use the traditional flat-file method (slapd.conf) but it's
not recommended; the functionality will be eventually phased out.

Ubuntu now uses the slapd-config method for slapd configuration and this guide reflects that.

During the install you were prompted to define administrative credentials. These are LDAP-based credentials
for the rootDN of your database instance. By default, this user's DN is cn=admin,dc=example,dc=com. Also
by default, there is no administrative account created for the slapd-config database and you will therefore need
to authenticate externally to LDAP in order to accessit. We will see how to do thislater on.

Some classical schemas (cosineg, nis, inetorgperson) come built-in with slapd nowadays. There is also an
included "core" schema, a pre-requisite for any schemato work.

116



Network Authentication

1.2. Post-install Inspection

The installation process set up 2 DITs. One for slapd-config and one for your own data
(dc=example,dc=com). Let's take alook.

» Thisiswhat the slapd-config database/DIT looks like. Recall that this database is L DIF-based and lives
under / et ¢/ | dap/ sl apd. d:

/etcl/|dap/ sl apd.
/etcl/|dap/ sl apd.
/etcl/|dap/ sl apd.
/etcl/|dap/ sl apd.
/etcl/|dap/ sl apd.
/etcl/|dap/ sl apd.
/etcl/|dap/ sl apd.
/etcl/|dap/ sl apd.
/etcl/|dap/ sl apd.
/etcl/|dap/ sl apd.
/etcl/|dap/ sl apd.
/etcl/|dap/ sl apd.
/etcl/|dap/ sl apd.
/etcl/|dap/ sl apd.

d/

d/ cn=config.ldif

d/ cn=config

d/ cn=confi g/ cn=schenma

d/ cn=confi g/ cn=schena/ cn={ 1} cosi ne. | di f
d/ cn=confi g/ cn=schenma/ cn={ 0} core. | di f

d/ cn=confi g/ cn=schema/cn={2}nis. | dif

d/ cn=confi g/ cn=schena/ cn={ 3} i net or gper son. | di f
d/ cn=confi g/ cn=nodul e{0}. 1 di f

d/ cn=confi g/ ol cDat abase={0}config.ldif

d/ cn=confi g/ ol cDat abase={-1}frontend. | dif
d/ cn=confi g/ ol cDat abase={ 1} ndb. | di f

d/ cn=confi g/ ol cBackend={ 0} ndb. | di f

d/ cn=confi g/ cn=schena. | di f

Do not edit the slapd-config database directly. Make changes viathe LDAP protocol (utilities).

» Thisiswhat the slapd-config DIT looks like viathe LDAP protocol:

sudo | dapsearch -Q -LLL -Y EXTERNAL -H ldapi:/// -b cn=config dn

dn: cn=config
dn: cn=nodul e{0}, ch=config
dn: cn=schenmm, cn=config
dn: cn={0}core, cn=schemn, cn=config
dn: cn={1}cosi ne, cn=scheng, cn=confi g
dn: cn={2}ni s, cn=schemm, cn=config
dn: cn={3}i netorgperson, cn=scheng, cn=confi g
dn: ol cBackend={ 0} ndb, cn=config

dn: ol cDat abase={-1}frontend, cn=config

dn: ol cDat abase={0}confi g, cn=config
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1.

dn: ol cbat abase={1} ndb, cn=confi g

Explanation of entries:

» cn=config: global settings

» cn=module{0},cn=config: a dynamically loaded module

» cn=schema,cn=config: contains hard-coded system-level schema
 cn={0}core,cn=schema,cn=config: the hard-coded core schema

» cn={1}cosine,cn=schema,cn=config: the cosine schema

» cn={2}nis,cn=schema,cn=config: the nis schema

» cn={3}inetorgperson,cn=schema,cn=config: the inetorgperson schema

« olcBackend={0}mdb,cn=config: the 'mdb' backend storage type

+ olcDatabase={-1}frontend,cn=config: frontend database, default settings for other databases
« olcDatabase={0}config,cn=config: apd configuration database (cn=config)

* olcDatabase={1}mdb,cn=config: your database instance (dc=example,dc=com)

Thisis what the dc=example,dc=com DIT looks like:
| dapsearch -x -LLL -H Idap:/// -b dc=exanpl e, dc=com dn

dn: dc=exanpl e, dc=com

dn: cn=admi n, dc=exanpl e, dc=com
Explanation of entries:

» dc=example,dc=com: base of the DIT

» cn=admin,dc=example,dc=com: administrator (rootDN) for this DIT (set up during package install)

3. Modifying/Popul ating your Database

Let's introduce some content to our database. We will add the following:

anode called People (to store users)
anode called Groups (to store groups)
agroup called miners

auser called john

Create the following LDIF file and call it add_content . | di f:

dn:

ou=Peopl e, dc=exanpl e, dc=com

obj ect C ass: organi zational Unit

ou:

Peopl e
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dn: ou=G oups, dc=exanpl e, dc=com
obj ect Ol ass: organi zational Unit
ou: G oups

dn: cn=mi ners, ou=G oups, dc=exanpl e, dc=com
obj ect O ass: posi xG oup

cn: mners

gi dNunber: 5000

dn: ui d=j ohn, ou=Peopl e, dc=exanpl e, dc=com
obj ect G ass: inetOrgPerson
obj ect O ass: posi xAccount
obj ect O ass: shadowAccount
ui d: john

sn: Doe

gi venNane: John

cn: John Doe

di spl ayNanme: John Doe

ui dNunber: 10000

gi dNunber: 5000

user Password: johnl dap
gecos: John Doe

| ogi nShel | : / bi n/ bash
homeDi rectory: /hone/john

It'simportant that uid and gid values in your directory do not collide with local values. Use high
number ranges, such as starting at 5000. By setting the uid and gid valuesin Idap high, you also
alow for easier control of what can be done with alocal user vs aldap one. More on that later.

Add the content:

| dapadd -x -D cn=admi n, dc=exanpl e, dc=com -W-f add_content.|dif

Ent er LDAP Password: *****x*x*
addi ng new entry "ou=Peopl e, dc=exanpl e, dc=cont

addi ng new entry "ou=G oups, dc=exanpl e, dc=cont

addi ng new entry "cn=m ners, ou=G oups, dc=exanpl e, dc=cont

addi ng new entry "ui d=j ohn, ou=Peopl e, dc=exanpl e, dc=cont

We can check that the information has been correctly added with the Idapsearch utility:

| dapsearch -x -LLL -b dc=exanpl e, dc=com ' ui d=j ohn' cn gi dNunber

dn: ui d=j ohn, ou=Peopl e, dc=exanpl e, dc=com
cn: John Doe
gi dNunber: 5000
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Explanation of switches:

» -x: "simple" binding; will not use the default SASL method
e -LLL: disable printing extraneous information

 uid=john: a"filter" to find the john user

» cn gidNumber: requests certain attributes to be displayed (the default is to show all attributes)

1.4. Modifying the slapd Configuration Database

The dlapd-config DIT can also be queried and modified. Here are afew examples.

» Useldapmodify to add an "Index" (Dblndex attribute) to your { 1} mdb,cn=config database
(dc=example,dc=com). Create afile, cal it ui d_i ndex. | di f, with the following contents:

dn: ol cbat abase={1} ndb, cn=confi g
add: ol cDbl ndex
ol cDbl ndex: nail eq, sub

Then issue the command:

sudo | dapnodify -Q -Y EXTERNAL -H I dapi:/// -f uid_index.ldif

nmodi fyi ng entry "ol cDat abase={1} ndb, cn=confi g"

Y ou can confirm the change in this way:

sudo | dapsearch -Q -LLL -Y EXTERNAL -H ldapi:/// -b\
cn=config ' (ol cDat abase={1} ndb)' ol cDbl ndex

dn: ol cbat abase={1} ndb, cn=confi g
ol cDbl ndex: objectd ass eq

ol cDbl ndex: cn,uid eq

ol cDbl ndex: ui dNurber, gi dNunber eq
ol cDbl ndex: nenber, nenber Ui d eq

ol cDbl ndex: nail eq, sub

e Let'sadd aschema. It will first need to be converted to LDIF format. Y ou can find unconverted schemasin
addition to converted onesin the/ et c/ | dap/ schena directory.

 Itisnot trivial to remove a schema from the slapd-config database. Practice adding schemas on
atest system.

» Before adding any schema, you should check which schemas are aready installed (shownisa
default, out-of-the-box output):
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sudo | dapsearch -Q -LLL -Y EXTERNAL -H ldapi:/// -b\
cn=schemm, cn=config dn

dn: cn=schema, cn=config

dn: cn={0}core, cn=schema, cn=config
dn: cn={1}cosi ne, cn=schemg, cn=config
dn: cn={2}ni s, cn=scheng, cn=config

dn: cn={3}i net or gper son, cn=schemg, cn=config

In the following example we'll add the CORBA schema.

1. Create the conversion configuration file schema_convert . conf containing the following lines:

ncl ude /etc/l dap/ schemal/ core. scherma

ncl ude /etc/ | dap/schema/col | ective. schenma
ncl ude /etc/ | dap/ schema/ corba. schema

ncl ude /etc/ | dap/ schema/ cosi ne. schema

ncl ude /etc/ | dap/ schema/ duaconf. schenma
ncl ude /etc/ | dap/ schema/ dyngr oup. schena
ncl ude /etc/ | dap/ schema/ i net orgperson. schema
ncl ude /etc/l dap/ schema/java. schenma

ncl ude /etc/l dap/ schema/ m sc. schenma

ncl ude /etc/l dap/schema/ ni s. scherma

ncl ude /etc/ | dap/ schema/ openl dap. schena
ncl ude /etc/ | dap/ schema/ ppolicy. scherma
ncl ude /etc/ | dap/schema/l dapns. schema

ncl ude /etc/ | dap/schema/ pm . scherma

2. Createthe output directory | di f _out put .

3. Determinethe index of the schema:

slapcat -f schema_convert.conf -F Idif_output -n 0 | grep corba, cn=schema

cn={2}cor ba, cn=schenm, cn=config

When dlapd ingests objects with the same parent DN it will create an index for that object.
An index is contained within braces: { X}.

4. Use dapcat to perform the conversion:

sl apcat -f schema_convert.conf -F Idif_output -n0 -H\
| dap: ///cn={2}corba, cn=schemn, cn=config -I cn=corba.ldif

The converted schemaisnow in cn=cor ba. | di f
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5. Editcn=corba. | di f to arrive at the following attributes:

dn: cn=corba, cn=schema, cn=config
cn: corba

Also remove the following lines from the bottom:

structural oj ectd ass: ol cSchenaConfi g

entryUU D: 52109a02- 66ab- 1030- 8be2- bbf 166230478
creatorsNanme: cn=config

createTi nestanp: 20110829165435Z

entryCSN: 20110829165435. 9352487#000000#000#000000
nodi fi ersNanme: cn=config

nmodi fyTi mest anp: 20110829165435Z

Y our attribute values will vary.

6. Finally, useldapadd to add the new schemato the slapd-config DIT:

sudo | dapadd -Q -Y EXTERNAL -H ldapi:/// -f cn\=corba.ldif

addi ng new entry "cn=corba, cn=schens, cn=confi g"

7. Confirm currently loaded schemas:

sudo | dapsearch -Q -LLL -Y EXTERNAL -H ldapi:/// -b cn=schenm, cn=config dn
dn: cn=scheng, cn=config

dn: cn={0}core, cn=schemm, cn=config

dn: cn={1}cosi ne, cn=schem, cn=config

dn: cn={2}ni s, cn=scheng, cn=config

dn: cn={3}i netorgperson, cn=schema, cn=config

dn: cn={4}corba, cn=schema, cn=config

For external applications and clients to authenticate using LDAP they will each need to be
specifically configured to do so. Refer to the appropriate client-side documentation for details.
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1.5. Logging

Activity logging for slapd is indispensible when implementing an OpenL DAP-based solution yet it must be
manually enabled after software installation. Otherwise, only rudimentary messages will appear in the logs.
Logging, like any other slapd configuration, is enabled via the slapd-config database.

OpenLDAP comes with multiple logging subsystems (levels) with each one containing the lower one
(additive). A good level to try is stats. The slapd-config® man page has more to say on the different
subsystems.

Createthefilel oggi ng. I di f with the following contents:
dn: cn=config

changetype: nodify

repl ace: ol cLogLevel

ol cLogLevel : stats

Implement the change:

sudo | dapmodify -Q -Y EXTERNAL -H ldapi:/// -f |ogging.|dif

Thiswill produce a significant amount of logging and you will want to throttle back to aless verbose level
once your system isin production. Whilein this verbose mode your host's syslog engine (rsyslog) may have a
hard time keeping up and may drop messages:

rsysl ogd-2177: inmuxsock | ost 228 nessages from pid 2547 due to rate-limting

Y ou may consider a change to rsyslog's configuration. In/ et c/ rsysl og. conf , put:

# Disable rate limting

# (default is 200 nessages in 5 seconds; bel ow we nmake the 5 becone 0)
$SystemLogRateLim tinterval 0

And then restart the rsyslog daemon:

sudo systenct|l restart syslog.service

1.6. Replication

The LDAP service becomes increasingly important as more networked systems begin to depend onit. In such
an environment, it is standard practice to build redundancy (high availability) into LDAP to prevent havoc
should the LDAP server become unresponsive. Thisis done through LDAP replication.

Replication is achieved viathe Syncrepl engine. This allows changes to be synchronized using a Consumer
- Provider model. The specific kind of replication we will implement in this guide is a combination of the

3 http://manpages.ubuntu.com/manpages/en/man5/sl apd-config.5.html
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following modes: refreshAndPersist and delta-syncrepl. This has the Provider push changed entries to the
Consumer as soon as they're made but, in addition, only actual changes will be sent, not entire entries.

1.6.1. Provider Configuration

Begin by configuring the Provider.

1. Create an LDIF file with the following contents and name it pr ovi der _sync. | di f:

# Add indexes to the frontend db.
dn: ol cDat abase={1} ndb, cn=config
changetype: nodify

add: ol cDbl ndex

ol cDbl ndex: entryCSN eq

add: ol cDbl ndex

ol cDbl ndex: entryUU D eq

#Load the syncprov and accessl og nmodul es.
dn: cn=nodul e{0}, cn=config

changetype: nodify

add: ol cMbdul eLoad

ol cMbdul eLoad: syncprov

add: ol cMbdul eLoad

ol cMbdul eLoad: accessl og

# Accessl og dat abase definitions

dn: ol cDat abase={2} ndb, cn=config

obj ect G ass: ol cDat abaseConfi g

obj ect Cl ass: ol cMibConfi g

ol cDat abase: {2} nmdb

ol cDbDi rectory: /var/lib/ldap/accesslog

ol cSuffix: cn=accessl og

ol cRoot DN:  cn=admi n, dc=exanpl e, dc=com

ol cDbl ndex: default eq

ol cDbl ndex: entryCSN, obj ect Cl ass, regEnd, regResul t, reqStart

# Accessl og db syncprov.

dn: ol cOverl ay=syncprov, ol cDat abase={ 2} ndb, cn=confi g
changet ype: add

obj ect O ass: ol cOverl ayConfi g

obj ect O ass: ol cSyncProvConfig

ol cOverlay: syncprov

ol cSpNoPresent: TRUE

ol cSpRel oadHi nt: TRUE

# syncrepl Provider for primry db

dn: ol cOverl ay=syncprov, ol cDat abase={ 1} ndb, cn=confi g
changet ype: add

obj ect Gl ass: ol cOverl ayConfig
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obj ect G ass: ol cSyncProvConfig
ol cOverlay: syncprov
ol cSpNoPresent: TRUE

# accessl og overlay definitions for primary db

dn: ol cOverl ay=accessl og, ol cbat abase={ 1} ndb, cn=confi g

obj ect O ass: ol cOverl ayConfig

obj ect C ass: ol cAccessLogConfi g

ol cOverl ay: accessl og

ol cAccessLogDB: cn=accessl og

ol cAccessLogOps: wites

ol cAccessLogSuccess: TRUE

# scan the accesslog DB every day, and purge entries older than 7 days
ol cAccessLogPurge: 07+00: 00 01+00: 00

Change the rootDN in the LDIF file to match the one you have for your directory.
2. Create adirectory:

sudo -u openl dap nkdir /var/lib/ldap/accessl og
3. Add the new content:

sudo | dapadd -Q -Y EXTERNAL -H ldapi:/// -f provider_sync.ldif
The Provider is now configured.

1.6.2. Consumer Configuration

And now configure the Consumer.

1. Ingtal the software by going through Section 1.1, “ Installation” [p. 116]. Make sure the slapd-config
database isidentical to the Provider's. In particular, make sure schemas and the databse suffix are the
same.

2. Create an LDIF file with the following contents and name it consuner _sync. | di f:

dn: cn=nodul e{0}, cn=config
changetype: nodify

add: ol cModul eLoad

ol cMbdul eLoad: syncprov

dn: ol cbat abase={ 1} ndb, cn=confi g

changetype: nodify

add: ol cDbl ndex

ol cDbl ndex: entryUU D eq

add: ol cSyncRep

ol cSyncRepl : rid=0 provider=ldap://1dap0l. exanpl e. com bi ndnet hod=si npl e
bi nddn="cn=adni n, dc=exanpl e, dc=cont
credenti al s=secret searchbase="dc=exanpl e, dc=coni | ogbase="cn=accessl og"
logfilter="(&(objectd ass=audi t WiteCbject)(regResult=0))" schemachecki ng=on
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type=refreshAndPersi st retry="60 +" syncdat a=accessl og

add: ol cUpdat eRef

ol cUpdat eRef : | dap://1dapOl. exanpl e. com

Ensure the following attributes have the correct values:

» provider (Provider server's hostname -- |dap01.example.com in this example -- or |P address)

* binddn (the admin DN you're using)

¢ credentials (the admin DN password you're using)

« searchbase (the database suffix you're using)

 olcUpdateRef (Provider server's hosthame or | P address)

 rid (ReplicalD, an unique 3-digit that identifies the replica. Each consumer should have at |east one
rid)

3. Add the new content:
sudo | dapadd -Q -Y EXTERNAL -H | dapi:/// -f consumer_sync.|dif
You're done. The two databases (suffix: dc=example,dc=com) should now be synchronizing.

1.6.3. Testing

Once replication starts, you can monitor it by running

| dapsearch -z1 -LLLQY EXTERNAL -H I dapi:/// -s base -b dc=exanpl e, dc=com cont ext CSN

dn: dc=exanpl e, dc=com
cont ext CSN: 20120201193408. 178454Z#000000#000#000000

on both the provider and the consumer. Once the output (20120201193408. 1784547#000000#000#000000
in the above example) for both machines match, you have replication. Every time a change is done in the
provider, this value will change and so should the one in the consumer(s).

If your connection is slow and/or your ldap database large, it might take awhile for the consumer's
contextCSN match the provider's. But, you will know it is progressing since the consumer's contextCSN will
be steadly increasing.

If the consumer's contextCSN is missing or does not match the provider, you should stop and figure out the
issue before continuing. Try checking the lapd (syslog) and the auth log filesin the provider to seeif the
consumer's authentication requests were successful or its requeststo retrieve data (they look like alot of
|dapsearch statements) return no errors.

Totest if it worked simply query, on the Consumer, the DNs in the database:
sudo | dapsearch -Q -LLL -Y EXTERNAL -H | dapi:/// -b dc=exanpl e, dc=com dn
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Y ou should see the user ‘john' and the group 'miners as well as the nodes 'People’ and 'Groups.

1.7. Access Control

The management of what type of access (read, write, etc) users should be granted to resourcesis known as
access control. The configuration directives involved are called access control listsor ACL.

When we installed the dapd package various ACL were set up automatically. We will look at afew important
consequences of those defaults and, in so doing, well get an idea of how ACLswork and how they're
configured.

To get the effective ACL for an LDAP query we need to look at the ACL entries of the database being queried
aswell asthose of the special frontend database instance. The ACL s belonging to the latter act as defaultsin
case those of the former do not match. The frontend database i s the second to be consulted and the ACL to be
applied isthefirst to match ("first match wins') among these 2 ACL sources. The following commands will
give, respectively, the ACLs of the mdb database ("dc=example,dc=com") and those of the frontend database:

sudo | dapsearch -Q -LLL -Y EXTERNAL -H |l dapi:/// -b\

cn=config ' (ol cDat abase={1}ndb)' ol cAccess

dn: ol cDat abase={1} ndb, cn=config

ol cAccess: {0}to attrs=userPassword by self wite by anonynpbus auth by * none

ol cAccess: {1}to attrs=shadowLast Change by self wite by * read
ol cAccess: {2}to * by * read

The rootDN aways has full rights to its database and does not need to be included in any ACL.

sudo | dapsearch -Q -LLL -Y EXTERNAL -H ldapi:/// -b\
cn=config ' (ol cDat abase={-1}frontend)' ol cAccess

dn: ol cDat abase={-1}frontend, cn=config
ol cAccess: {0}to * by dn.exact=gi dNurmber =0+ui dNunber =0, cn=peer cr ed, cn=ext er na
,cn=auth manage by * break

ol cAccess: {1}to dn.exact="" by * read
ol cAccess: {2}to dn. base="cn=Subschema" by * read

The very first two ACLs are crucial:

ol cAccess: {0}to attrs=userPassword by self wite by anonynobus auth by * none
ol cAccess: {1}to attrs=shadowLast Change by self wite by * read

This can be represented differently for easier digestion:

to attrs=userPassword
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by self wite
by anonynous auth
by * none

to attrs=shadowLast Change
by self wite
by * read

These ACL s enforce the following:

» Anonymous 'auth’ access is provided to the userPassword attribute so that users can authenticate, or
bind. Perhaps counter-intuitively, 'by anonymous auth' is needed even when anonymous access to the
DIT is unwanted, otherwise this would be a chicken and egg problem: before authentication, all users are
anonymous.

» The by salf write ACL grants write access to the user Password attribute to users who authenticated as
the dn where the attribute lives. In other words, users can update the user Password attribute of their own
entries.

» The userPassword attribute is otherwise unaccessible by all other users, with the exception of the rootDN,
who always has access and doesn't need to be mentioned explicitly.

 Inorder for usersto change their own password, using passwd or other utilities, the user's own
shadowlLastChange attribute needs to be writable. All other directory users get to read this attribute's
contents.

This DIT can be searched anonymously because of 'to * by * read' in this ACL, which grants read access to
everything else, by anyone (including anonymous):

to *
by * read

If thisis unwanted then you need to change the ACLs. To force authentication during a bind request you can
alternatively (or in combination with the modified ACL) use the 'olcRequire: authc' directive.

As previously mentioned, there is no administrative account ("rootDN") created for the slapd-config database.
Thereis, however, a SASL identity that is granted full accessto it. It represents the localhost's superuser (root/
sudo). Hereitis:

dn. exact =gi dNunber =0+ui dNunber =0, cn=peer cr ed, cn=ext er nal , cn=aut h

The following command will display the ACLs of the slapd-config database:

sudo | dapsearch -Q -LLL -Y EXTERNAL -H Idapi:/// -b\
cn=config ' (ol cDat abase={0}config)' ol cAccess

dn: ol cDat abase={0}confi g, cn=config

ol cAccess: {0}to * by dn. exact =gi dNunber =0+ui dNunber =0, cn=peer cred
cn=ext ernal , cn=aut h nmanage by * break
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Since thisisa SASL identity we need to use a SASL mechanism when invoking the LDAP utility in question
and we have seen it plenty of timesin this guide. It isthe EXTERNAL mechanism. See the previous
command for an example. Note that:

1.  You must use sudo to become the root identity in order for the ACL to match.

2. The EXTERNAL mechanism works via IPC (UNIX domain sockets). This means you must use the ldapi
URI format.

A succinct way to get al the ACLsislikethis:

sudo | dapsearch -Q -LLL -Y EXTERNAL -H Idapi:/// -b\
cn=config ' (ol cAccess=*)"' ol cAccess ol cSuffix

There is much to say on the topic of access control. See the man page for slapd.access”.

18.TLS

When authenticating to an OpenLDAP server it is best to do so using an encrypted session. This can be
accomplished using Transport Layer Security (TLS).

Here, we will be our own Certificate Authority and then create and sign our LDAP server certificate as that
CA. Since slapd is compiled using the gnutls library, we will use the certtool utility to complete these tasks.

1. Ingtal the gnutls-bin and sdl-cert packages:

sudo apt install gnutls-bin ssl-cert

2. Create aprivate key for the Certificate Authority:

sudo sh -c "certtool --generate-privkey > /etc/ssl/private/cakey. pent

3. Createthetemplate/file/ et c/ ssl / ca. i nf o to define the CA:

cn = Exanpl e Conpany
ca
cert_signi ng_key

4. Createthe self-signed CA certificate:

sudo certtool --generate-self-signed \
--load-privkey /etc/ssl/privatel/cakey. pem\
--tenplate /etc/ssl/ca.info \

--outfile /etc/ssl/certs/cacert. pem

5. Makeaprivate key for the server:

4 http://manpages.ubuntu.com/manpages/en/man5/sl apd.access.5.html
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sudo certtool --generate-privkey \
--bits 1024 \
--outfile /etc/ssl/private/l dap0l_sl apd_key. pem

Replace Idap01 in the filename with your server's hostname. Naming the certificate and key for
the host and service that will be using them will help keep things clear.

Createthe/ et c/ ssl /1 dap01. i nf o info file containing:

organi zati on = Exanpl e Conpany
cn = | dap01. exanpl e. com
tls_www_server

encryption_key

si gni ng_key

expiration_days = 3650

The above certificate is good for 10 years. Adjust accordingly.

Create the server's certificate:

sudo certtool --generate-certificate \

--load-privkey /etc/ssl/private/ldap0Ol_sl apd_key. pem\
--load-ca-certificate /etc/ssl/certs/cacert.pem\
--load-ca-privkey /etc/ssl/privatel/cakey. pem\
--tenplate /etc/ssl/1dapOl.info \

--outfile /etc/ssl/certs/|dapOl_slapd_cert. pem

Adjust permissions and ownership:

sudo chgrp openldap /etc/ssl/private/ldap0l_sl apd_key. pem
sudo chnod 0640 /etc/ssl/private/ldap0l_sl apd_key. pem
sudo gpasswd -a openl dap ssl-cert

Now restart slapd, since we added the '‘openldap’ user to the 'ssl-cert' group:

sudo systenttl restart slapd.service

Y our server is now ready to accept the new TLS configuration.

Createthefilecertinfo. 1 di f with the following contents (adjust accordingly, our example assumes we
created certs using https.//www.cacert.org):

cn=config
ol cTLSCACertificateFile

ol cTLSCACertificateFile: /etc/ssl/certs/cacert.pem

ol cTLSCertificateFile

ol cTLSCertificateFile: /etc/ssl/certs/|dap0l_slapd_cert. pem
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add: ol cTLSCertificateKeyFile
ol cTLSCertificateKeyFile: /etc/ssl/private/ldap0l_slapd_key.pem

Use the Idapmodify command to tell slapd about our TLS work via the slapd-config database:

sudo | dapmodify -Y EXTERNAL -H ldapi:/// -f certinfo.ldif

Contratry to popular belief, you do not need Idaps:// in/ et c/ def aul t/ sl apd in order to use encryption. Y ou
should have just:

SLAPD SERVI CES="I|dap:/// ldapi:///"

LDAP over TLS/SSL (Idaps://) is deprecated in favour of SartTLS. The latter refers to an existing
LDAP session (listening on TCP port 389) becoming protected by TLS/SSL whereas LDAPS, like
HTTPS, isadistinct encrypted-from-the-start protocol that operates over TCP port 636.

1.9. Replicationand TLS

If you have set up replication between servers, it is common practice to encrypt (StartTLS) the replication
traffic to prevent evesdropping. Thisis distinct from using encryption with authentication as we did above. In
this section we will build on that TL S-authentication work.

The assumption here isthat you have set up replication between Provider and Consumer according to
Section 1.6, “ Replication” [p. 123] and have configured TLS for authentication on the Provider by
following Section 1.8, “ TLS’ [p. 129].

As previoudly stated, the objective (for us) with replication is high availablity for the LDAP service. Since we
have TL S for authentication on the Provider we will require the same on the Consumer. In addition to this,
however, we want to encrypt replication traffic. What remains to be doneisto create akey and certificate for
the Consumer and then configure accordingly. We will generate the key/certificate on the Provider, to avoid
having to create another CA certificate, and then transfer the necessary material over to the Consumer.

1. OntheProvider,

Create a holding directory (which will be used for the eventual transfer) and then the Consumer's private
key:

nkdi r | dap02-ss

cd | dap02-ss

sudo certtool --generate-privkey \
--bits 1024 \

--outfile | dap02_sl apd_key. pem

Createaninfo file, 1 dap02. i nf o, for the Consumer server, adjusting its values accordingly:

organi zati on = Exanpl e Conpany
cn = | dap02. exanpl e. com
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tls_www_server
encryption_key

si gni ng_key
expiration_days = 3650

Create the Consumer's certificate:

sudo certtool --generate-certificate \

- -1 oad- pri vkey | dap02_sl apd_key. pem \
--load-ca-certificate /etc/ssl/certs/cacert.pem\
--l oad-ca-privkey /etc/ssl/privatel/cakey. pem\
--tenplate I dap02.info \

--outfile | dap02_sl apd_cert. pem

Get acopy of the CA certificate;

cp /etc/ssl/certs/cacert. pem.

We're done. Now transfer the | dap02- ssl directory to the Consumer. Here we use scp (adjust
accordingly):

cd ..
scp -r | dap02-ssl user @onsumner

On the Consumer,

Configure TL S authentication:

sudo apt install ssl-cert

sudo gpasswd -a openl dap ssl-cert

sudo cp | dap02_sl apd_cert.pem cacert.pem/etc/ssl/certs
sudo cp | dap02_sl apd_key. pem /etc/ssl/private

sudo chgrp openldap /etc/ssl/private/ldap02_sl apd_key. pem
sudo chnod 0640 /etc/ssl/private/ldap02_sl apd_key. pem
sudo systenct| restart slapd. service

Createthefile/etc/ssl/certinfo. |l di f withthefollowing contents (adjust accordingly):

dn: cn=config
add: ol cTLSCACertificateFile
ol cTLSCACertificateFile: /etc/ssl/certs/cacert.pem

add: ol cTLSCertificateFile
ol cTLSCertificateFile: /etc/ssl/certs/|dap02_slapd_cert. pem

add: ol cTLSCertificateKeyFile
ol cTLSCertificateKeyFile: /etc/ssl/privatel/ldap02_sl apd_key. pem

Configure the dlapd-config database:
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sudo | dapnodify -Y EXTERNAL -H ldapi:/// -f certinfo.ldif

Configure/ et c/ def aul t/ sl apd as on the Provider (SLAPD_SERVICES).

On the Consumer,

Configure TLS for Consumer-side replication. Modify the existing olcSyncrepl attribute by tacking on
some TL S options. In so doing, we will see, for the first time, how to change an attribute's value(s).

Createthefile consuner _sync_t1s. 1 di f with the following contents:

dn: ol cDat abase={ 1} ndb, cn=confi g
repl ace: ol cSyncRep
ol cSyncRepl : rid=0 provider=ldap://1dap0l. exanpl e. com bi ndnet hod=si npl e
bi nddn="cn=adm n, dc=exanpl e, dc=con' credenti al s=secret searchbase="dc=exanpl e, dc=conf
| ogbase="cn=accessl og" logfilter="(& objectd ass=auditWiteObject)(reqResult=0))"
schemachecki ng=on t ype=refreshAndPersi st retry="60 +" syncdata=accessl og
starttls=critical tls_reqcert=demand

The extra options specify, respectively, that the consumer must use StartTLS and that the CA certificate
isrequired to verify the Provider'sidentity. Also note the LDIF syntax for changing the values of an
attribute (‘replace).

Implement these changes:

sudo | dapnodify -Y EXTERNAL -H I dapi:/// -f consunmer_sync_tls.Idif

And restart dlapd:

sudo systenct|l restart slapd. service

On the Provider,

Check to seethat a TL S session has been established. In/ var /1 og/ sysl og, providing you have ‘conns-
level logging set up, you should see messages similar to:

sl apd[ 3620] : conn=1047 fd=20 ACCEPT from | P=10. 153. 107. 229: 57922 (| P=0. 0. 0. 0: 389)
sl apd[ 3620] : conn=1047 op=0 EXT o0id=1.3.6.1.4.1.1466. 20037

sl apd[ 3620] : conn=1047 op=0 STARTTLS

sl apd[ 3620] : conn=1047 op=0 RESULT oid= err=0 text=

sl apd[ 3620] : conn=1047 fd=20 TLS established tls_ssf=128 ssf=128

sl apd[ 3620] : conn=1047 op=1 BI ND dn="cn=adm n, dc=exanpl e, dc=conl net hod=128

sl apd[ 3620] : conn=1047 op=1 BI ND dn="cn=adm n, dc=exanpl e, dc=cont mech=SI MPLE ssf =0
sl apd[ 3620] : conn=1047 op=1 RESULT tag=97 err=0 text
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1.10. LDAP Authentication

Once you have aworking LDAP server, you will need to install libraries on the client that will know how and
when to contact it. On Ubuntu, this has been traditionally accomplished by installing the libnss-ldap package.
This package will bring in other tools that will assist you in the configuration step. Install this package now:

sudo apt install |ibnss-Idap

Y ou will be prompted for details of your LDAP server. If you make a mistake you can try again using:

sudo dpkg-reconfigure | dap-auth-config

The results of the dialog can be seenin/ et c/ 1 dap. conf . If your server requires options not covered in the
menu edit thisfile accordingly.

Now configure the LDAP profile for NSS:

sudo auth-client-config -t nss -p lac_l dap

Configure the system to use LDAP for authentication:

sudo pam aut h- updat e

From the menu, choose LDAP and any other authentication mechanisms you need.

Y ou should now be ableto log in using LDAP-based credentials.

LDAP clientswill need to refer to multiple serversif replicationisin use. In/ et ¢/ 1 dap. conf you would have
something like:

uri |ldap://1dap0l. exanpl e.com | dap://| dap02. exanpl e. com

The request will time out and the Consumer (Idap02) will attempt to be reached if the Provider (Idap01)
becomes unresponsive.

If you are going to use LDAP to store Samba users you will need to configure the Samba server to
authenticate using LDAP. See Section 2, “ Samba and LDAP” [p. 140] for details.

An alternative to the libnss-Idap package is the libnss-ldapd package. This, however, will bring in
the nscd package which is problably not wanted. Simply remove it afterwards.

1.11. User and Group M anagement

The Idap-utils package comes with enough utilities to manage the directory but the long string of options
needed can make them a burden to use. The ldapscripts package contains wrapper scripts to these utilities that
some people find easier to use.
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Install the package:

sudo apt install |dapscripts

Then edit thefile/ et c/ | dapscri pt s/ | dapscri pts. conf to arrive at something similar to the following:

SERVER=I| ocal host

Bl NDDN=' cn=adni n, dc=exanpl e, dc=comi

Bl NDPWDFI LE="/ et ¢/ | dapscri pt s/ | dapscri pts. passwd"
SUFFI X=" dc=exanpl e, dc=con

GSUFFI X=' ou=G oups'

USUFFI X=' ou=Peopl e

MSUFFI X=" ou=Conput er s

G DSTART=10000

Ul DSTART=10000

M DSTART=10000

Now, createthe | dapscri pts. passwd file to allow rootDN accessto the directory:
sudo sh -c "echo -n 'secret' > /etc/|dapscripts/|dapscripts. passwd”
sudo chrmod 400 /etc/|dapscripts/|dapscripts. passwd

Replace “secret” with the actual password for your database's rootDN user.

The scripts are now ready to help manage your directory. Here are some examples of how to use them:

¢ Create anew user:

sudo | dapadduser george exanpl e

Thiswill create a user with uid george and set the user's primary group (gid) to example

» Change auser's password:

sudo | dapset passwd george

Changi ng password for user ui d=george, ou=Peopl e, dc=exanpl e, dc=com
New Passwor d:

New Password (verify):

+ Delete auser:

sudo | dapdel et euser george

» Add agroup:

sudo | dapaddgroup ga
» Delete agroup:
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sudo | dapdel et egroup ga

Add a user to agroup:

sudo | dapaddusertogroup george ga

Y ou should now see a memberUid attribute for the ga group with avalue of george.

Remove a user from a group:

sudo | dapdel et euserfrongroup george ga

The memberUid attribute should now be removed from the ga group.

The ldapmodifyuser script allows you to add, remove, or replace a user's attributes. The script uses the same
syntax as the |dapmodify utility. For example:

sudo | dapnodi f yuser george

# About to nodify the follow ng entry

dn: ui d=geor ge, ou=Peopl e, dc=exanpl e, dc=com
obj ect O ass: account

obj ect O ass: posi xAccount

cn: george

uid: george

ui dNunber: 1001

gi dNunber: 1001

honeDi rectory: /home/ george

I ogi nShel | : /bi n/ bash

gecos: george

description: User account

user Password: : el1NTSEF9eXFsTFcyW hwwkF1leGUy bVdFWHZKRz VM FTS&vcHk=

# Enter your nodifications here, end with CTRL-D.
dn: ui d=geor ge, ou=Peopl e, dc=exanpl e, dc=com

repl ace: gecos

gecos: George Carlin

The user's gecos should now be “ George Carlin”.

A nice feature of Idapscriptsis the template system. Templates allow you to customize the attributes of
user, group, and machine objects. For example, to enable the user template edit / et ¢/ | dapscri pt s/

I dapscri pts. conf changing:

UTEMPLATE="/ et c/ | dapscri pt s/ | dapadduser.tenpl at e"

There are sample templatesin the/ usr/ shar e/ doc/ | dapscri pt s/ exanpl es directory. Copy or rename the

| dapadduser . tenpl at e. sanpl e fileto/etc/ | dapscri pt s/ | dapadduser. t enpl at e:

sudo cp /usr/share/doc/| dapscri pts/ exanpl es/ | dapadduser.tenpl ate. sanpl e \
/etc/|dapscripts/| dapadduser.tenpl ate
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Edit the new template to add the desired attributes. The following will create new users with an objectClass
of inetOrgPerson:

dn: ui d=<user >, <usuffi x>, <suffi x>
obj ect O ass: inetOrgPerson
obj ect O ass: posi xAccount
cn: <user>

sn: <ask>

uid: <user>

ui dNunber: <ui d>

gi dNunber: <gi d>
hormeDirectory: <home>

| ogi nShel | : <shel | >

gecos: <user>

description: User account
title: Enployee

Notice the <ask> option used for the sn attribute. This will make |dapadduser prompt you for its value.

There are utilities in the package that were not covered here. Hereis a complete list:

| dapr enanenachi ne®
| dapadduser ©
Idapdeleteuserfrongroup7
| dapf i nger 8
| dapi d°
| dapgi d*©
| daprodi f yuser
2

| dapr enaneuser
I sl dap®®

| dapadduser t ogr oup™*
| dapset passwd®®

| dapi ni t 16

| dapaddgr oup?’

| dapdel et egr oup®®

5 http://manpages.ubuntu.com/manpages/en/manl/ldaprenamemachine.1.html
6 http://manpages.ubuntu.com/manpages/en/manl/ldapadduser.1.html

7 http://manpages.ubuntu.com/manpages/en/man/ldapdel eteuserfromgroup.1.html
8 http://manpages.ubuntu.com/manpages/en/manl/ldapfinger.1.html

9 http://manpages.ubuntu.com/manpages/en/manl/Idapid.1.html

10 http://manpages.ubuntu.com/manpages/en/manl/ldapgid.1.html

n http://manpages.ubuntu.com/manpages/en/man/ldapmodifyuser.1.html

12 http://manpages.ubuntu.com/manpages/en/manl/ldaprenameuser.1.html

13 http://manpages.ubuntu.com/manpages/en/manl/lsdap.1.html

1 http://manpages.ubuntu.com/manpages/en/manl/ldapaddusertogroup.1.html
15 http://manpages.ubuntu.com/manpages/en/manl/ldapsetpasswd.1.html

16 http://manpages.ubuntu.com/manpages/en/manl/ldapinit.1.html

v http://manpages.ubuntu.com/manpages/en/man/Idapaddgroup.1.html

18 http://manpages.ubuntu.com/manpages/en/man/ldapdel etegroup.1.html
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http://manpages.ubuntu.com/manpages/en/man1/ldapadduser.1.html
http://manpages.ubuntu.com/manpages/en/man1/ldapdeleteuserfromgroup.1.html
http://manpages.ubuntu.com/manpages/en/man1/ldapfinger.1.html
http://manpages.ubuntu.com/manpages/en/man1/ldapid.1.html
http://manpages.ubuntu.com/manpages/en/man1/ldapgid.1.html
http://manpages.ubuntu.com/manpages/en/man1/ldapmodifyuser.1.html
http://manpages.ubuntu.com/manpages/en/man1/ldaprenameuser.1.html
http://manpages.ubuntu.com/manpages/en/man1/lsldap.1.html
http://manpages.ubuntu.com/manpages/en/man1/ldapaddusertogroup.1.html
http://manpages.ubuntu.com/manpages/en/man1/ldapsetpasswd.1.html
http://manpages.ubuntu.com/manpages/en/man1/ldapinit.1.html
http://manpages.ubuntu.com/manpages/en/man1/ldapaddgroup.1.html
http://manpages.ubuntu.com/manpages/en/man1/ldapdeletegroup.1.html
http://manpages.ubuntu.com/manpages/en/man1/ldaprenamemachine.1.html
http://manpages.ubuntu.com/manpages/en/man1/ldapadduser.1.html
http://manpages.ubuntu.com/manpages/en/man1/ldapdeleteuserfromgroup.1.html
http://manpages.ubuntu.com/manpages/en/man1/ldapfinger.1.html
http://manpages.ubuntu.com/manpages/en/man1/ldapid.1.html
http://manpages.ubuntu.com/manpages/en/man1/ldapgid.1.html
http://manpages.ubuntu.com/manpages/en/man1/ldapmodifyuser.1.html
http://manpages.ubuntu.com/manpages/en/man1/ldaprenameuser.1.html
http://manpages.ubuntu.com/manpages/en/man1/lsldap.1.html
http://manpages.ubuntu.com/manpages/en/man1/ldapaddusertogroup.1.html
http://manpages.ubuntu.com/manpages/en/man1/ldapsetpasswd.1.html
http://manpages.ubuntu.com/manpages/en/man1/ldapinit.1.html
http://manpages.ubuntu.com/manpages/en/man1/ldapaddgroup.1.html
http://manpages.ubuntu.com/manpages/en/man1/ldapdeletegroup.1.html
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| daprodi f ygr oup®®

| dapdel et emachi ne®

| dapr enanegr oup?!

| dapaddnachi ne??

| daprodi f ynachi ne??

| dapset pri mar ygr oup?*
| dapdel et euser %

1.12. Backup and Restore

Now we have |dap running just the way we want, it is time to ensure we can save al of our work and restore it
as needed.

What we need is away to backup the Idap database(s), specifically the backend (cn=config) and frontend
(dc=example,dc=com). If we are going to backup those databases into, say, / expor t / backup, we could use
dlapcat as shown in the following script, called / usr /1 ocal / bi n/ | dapbackup:

#!/ bi n/ bash

BACKUP_PATH=/ export / backup
SLAPCAT=/ usr/ sbi n/ sl apcat

ni ce ${ SLAPCAT} -n 0 > ${BACKUP_PATH}/config.ldif

ni ce ${SLAPCAT} -n 1 > ${ BACKUP_PATH}/exanpl e.com | di f
ni ce ${SLAPCAT} -n 2 > ${BACKUP_PATH}/access. |l dif
chmod 640 ${ BACKUP_PATH}/ *. I di f

These files are uncompressed text files containing everything in your |dap databases including the
tree layout, usernames, and every password. So, you might want to consider making / export /
backup an encrypted partition and even having the script encrypt those files as it creates them.
Ideally you should do both, but that depends on your security requirements.

Then, itisjust a matter of having a cron script to run this program as often as we feel comfortable with. For
many, once a day suffices. For others, more often isrequired. Here is an example of acron script called/ et ¢/
cron. d/ | dapbackup that is run every night at 22:45h:

MAI LTO=backup- enai | s@ormai n. com
45 22 * * * root /usr/1ocal /bin/l dapbackup

Now the files are created, they should be copied to a backup server.

Assuming we did afresh reinstall of |dap, the restore process could be something like this:

19 http://manpages.ubuntu.com/manpages/en/man/ldapmodifygroup.1.html

20 http://manpages.ubuntu.com/manpages/en/manl/ldapdel etemachine.1.html
2 http://manpages.ubuntu.com/manpages/en/manl/ldaprenamegroup.1.html

2 http://manpages.ubuntu.com/manpages/en/manl/ldapaddmachine.1.html

2 http://manpages.ubuntu.com/manpages/en/man/ldapmodifymachine.1.html
2 http://manpages.ubuntu.com/manpages/en/man2/ldapsetprimarygroup.1.html
%5 http://manpages.ubuntu.com/manpages/en/man2/ldapdel eteuser.1.html
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http://manpages.ubuntu.com/manpages/en/man1/ldapdeletemachine.1.html
http://manpages.ubuntu.com/manpages/en/man1/ldaprenamegroup.1.html
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http://manpages.ubuntu.com/manpages/en/man1/ldapsetprimarygroup.1.html
http://manpages.ubuntu.com/manpages/en/man1/ldapdeleteuser.1.html
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sudo systenct!| stop sl apd. service

sudo nkdir /var/lib/|dap/accessl og

sudo slapadd -F /etc/ldap/slapd.d -n O -1 /export/backup/config.!ldif
sudo sl apadd -F /etc/ldap/slapd.d -n 1 -1 /export/backup/domain.com | dif
sudo sl apadd -F /etc/ldap/slapd.d -n 2 -1 /export/backup/access. | dif
sudo chown -R openl dap: openl dap /etc/|dap/sl apd. d/

sudo chown -R openl dap: openl dap /var/lib/| dap/

sudo systenct!| start slapd.service

1.13. Resources

The primary resource is the upstream documentation: www.openl dap.or g

There are many man pages that come with the slapd package. Here are some important ones, especialy
considering the material presented in this guide:

sl apd?’
slapd-config28
slapd.access29

slapo-syncprov30

Other man pages:

aut h-cl i ent-config®
pam aut h- updat e

Zytrax's LDAP for Rocket Scientists™; aless pedantic but comprehensive treatment of LDAP
A Ubuntu community OpenL.DAP wiki* page has a collection of notes

O'Reilly's LDAP System Administration® (textbook; 2003)

Packt's Mastering OpenLDAP® (textbook; 2007)

2% http://www.openldap.org/

2z http://manpages.ubuntu.com/manpages/en/man8/slapd.8.html

28 http://manpages.ubuntu.com/manpages/en/man5/sl apd-config.5.html

2 http://manpages.ubuntu.com/manpages/en/man5/slapd.access.5.html

30 http://manpages.ubuntu.com/manpages/en/man5/sl apo-syncprov.5.html
31 http://manpages.ubuntu.com/manpages/en/man8/auth-client-config.8.html
32 http://manpages.ubuntu.com/manpages/en/man8/pam-auth-update.8.html
33 http://www.zytrax.com/books/I dap/

34 https://hel p.ubuntu.com/community/OpenL DA PServer

35 http://www.oreilly.com/catal og/l dapsal

36 http://www.packtpub.com/OpenL DA P-Devel opers-Server-Open-Source-Linux/book
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2. Samba and LDAP

This section covers the integration of Samba with LDAP. The Samba server's role will be that of a
"standalone" server and the LDAP directory will provide the authentication layer in addition to containing the
user, group, and machine account information that Samba requiresin order to function (in any of its 3 possible
roles). The pre-requisite is an OpenL DAP server configured with a directory that can accept authentication
requests. See Section 1, “ OpenLDAP Server” [p. 115] for details on fulfilling this requirement. Once this
section is completed, you will need to decide what specifically you want Sambato do for you and then
configure it accordingly.

This guide will assume that the LDAP and Samba services are running on the same server and therefore
use SASL EXTERNAL authentication whenever changing something under cn=config. If that is not your
scenario, you will have to run those [dap commands on the LDAP server.

2.1. Software Installation

There are two packages needed when integrating Samba with LDAP: samba and smbldap-tools.

Strictly speaking, the smbldap-tools package isn't needed, but unless you have some other way to manage the
various Samba entities (users, groups, computers) in an LDAP context then you should install it.

Install these packages now:

sudo apt install sanba snbl dap-tools

2.2. LDAP Configuration

We will now configure the LDAP server so that it can accomodate Samba data. We will perform threetasksin
this section:

1. Import aschema
2. Index some entries
3. Addobjects

2.2.1. Samba schema

In order for OpenLDAP to be used as a backend for Samba, logically, the DIT will need to use attributes that
can properly describe Samba data. Such attributes can be obtained by introducing a Samba L DAP schema.
Let's do this now.

For more information on schemas and their installation see Section 1.4, “ Modifying the slapd
Configuration Database” [p. 120].

1. Theschemaisfound in the now-installed samba package and is already in the Idif format. We can import
it with one simple command:
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zcat /usr/share/doc/ sanba/ exanpl es/ LDAP/ sanba. | dif.gz | sudo | dapadd -Q -Y EXTERNAL -H
| dapi:///

2. Toquery and view this new schema:

sudo | dapsearch -Q -LLL -Y EXTERNAL -H ldapi:/// -b cn=schenmg, cn=config 'cn=*sanba*'

2.2.2. Sambaindices

Now that slapd knows about the Samba attributes, we can set up some indices based on them. Indexing entries
isaway to improve performance when aclient performs afiltered search on the DIT.

Create the file sanba_i ndi ces. | di f with the following contents:

dn: ol cbat abase={1} ndb, cn=confi g
changetype: nodify

repl ace: ol cDbl ndex

ol cDbl ndex: objectd ass eq

ol cDbl ndex: ui dNunber, gi dNunber eq
ol cDbl ndex: | oginShell eq

ol cDbl ndex: wuid, cn eq, sub

ol cDbl ndex: nenber Ui d eq, sub

ol cDbl ndex: nenber, uni queMenber eq
ol cDbl ndex: samnbaSI D eq

ol cDbl ndex: sanbaPri maryG oupSI D eq
ol cDbl ndex: sanbaG oupType eq

ol cDbl ndex: sanbaSl DLi st eq

ol cDbl ndex: samnbaDorai nName eq

ol cDbl ndex: default sub, eq

Using the Idapmodify utility load the new indices:

sudo | dapnmodify -Q -Y EXTERNAL -H I dapi:/// -f sanba_indices.|dif

If all went well you should see the new indices using |dapsearch:

sudo | dapsearch -Q -LLL -Y EXTERNAL -H \
Idapi:/// -b cn=config ol cDat abase={1}ndb ol cDbl ndex

2.2.3. Adding Samba L DAP objects

Next, configure the smbldap-tools package to match your environment. The package comes with a
configuration helper script called smbldap-config. Before running it, though, you should decide on two
important configuration settingsin/ et ¢/ samba/ snb. conf :

* netbios name: how this server will be known. The default value is derived from the server's hostname, but
truncated at 15 characters.
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» workgroup: the workgroup name for this server, or, if you later decide to make it adomain controller, this
will be the domain.

It's important to make these choices now because smbldap-config will use them to generate the config that
will be later stored in the LDAP directory. If you run smbldap-config now and later change these valuesin /
et ¢/ sanba/ snb. conf therewill be an inconsistency.

Once you are happy with netbios name and wor kgroup, proceed to generat the smbldap-tools configuration by
running the configuration script which will ask you some questions:

sudo smbl dap-config

Some of the more important ones:
» workgroup name: has to match what you will configurein/ et ¢/ sanba/ smb. conf later on.
* |dap suffix: has to match the Idap suffix you chose when you configured the LDAP server.

« other |dap suffixes: they are all relative to |dap suffix above. For example, for Idap user suffix you should
use ou=People.

* |dap master bind dn and bind password: use the rootDN credentials.

The smbldap-populate script will then add the LDAP objects required for Samba. It isagood ideato first
make a backup of your DIT using slapcat:

sudo sl apcat -1 backup.|dif

Once you have a backup proceed to populate your directory. It will ask you for a password for the "domain
root" user, which isaso the "root" user stored in LDAP:

sudo snbl dap- popul ate -g 10000 -u 10000 -r 10000

The-g, -u and -r parameters tell smbldap-tools where to start the numeric uid and gid allocation for the LDAP
users. Y ou should pick arange start that does not overlap with your local /etc/passwd users.

Y ou can create a LDIF file containing the new Samba objects by executing sudo smbldap-populate -e
samba.ldif. This alows you to look over the changes making sure everything is correct. If it is, rerun the
script without the '-€' switch. Alternatively, you can take the LDIF file and import its data per usual.

Y our LDAP directory now has the necessary information to authenticate Samba users.

2.3. Samba Configuration

There are multiple ways to configure Samba. For details on some common configurations see Chapter 18,
Samba [p. 305]. To configure Sambato use LDAP, edit its configuration file/ et ¢/ samba/ snb. conf
commenting out the default passdb backend parameter and adding some |dap-related ones. Make sure to use
the same values you used when running smbl dap-popul ate:
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# passdb backend = tdbsam
wor kgr oup = EXAMPLE

# LDAP Settings
passdb backend = | dapsam | dap://host name
| dap suffix = dc=exanpl e, dc=com
| dap user suffix = ou=People
| dap group suffix = ou=G oups
| dap machi ne suffix = ou=Conputers
| dap idmap suffix = ou=ldmap
I dap admin dn = cn=adm n, dc=exanpl e, dc=com
# or off if TLS/SSL is not configured
ldap ssl = start tls
| dap passwd sync = yes

Change the values to match your environment.

Thesnb. conf as shipped by the package is quite long and has many configuration examples. An
easy way to visualize it without any commentsisto run testparm -s.

Now inform Samba about the rootDN user's password (the one set during the installation of the slapd
package):

sudo snmbpasswd -W

Asafinal step to have your LDAP users be able to connect to samba and authenticate, we need these users to
also show up in the system as "unix" users. One way to do thisisto use libnss-ldap. Detailed instructions can
be found in the Section 1.10, “ LDAP Authentication” [p. 134] section, but we only need the NSS part.

1. Instal libnss-ldap

sudo apt install |ibnss-Idap

Thereis no need to use the LDAP rootDN login credentials, so you can skip that step.
2. Configurethe LDAP profile for NSS:

sudo auth-client-config -t nss -p |lac_|l dap

3. Restart the Samba services:

sudo systenct| restart snbd. service nnbd. service

4. Toquickly test the setup, seeif getent can list the Samba groups:

getent group

Account Operators: *:548:
Print Operators:*:550:
Backup Operators:*:551:
Replicators: *:552:
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If you have existing LDAP users that you want to include in your new L DAP-backed Samba they will, of
course, also need to be given some of the extra Samba specific attributes. The smbpasswd utility can do this

for you:

sudo snbpasswd -a usernane

Y ou will prompted to enter a password. It will be considered as the new password for that user. Making it
the same as before is reasonable. Note that this command cannot be used to create a new user from scratch in

LDAP (unless you are using ldapsam:trusted and |dapsam: editposix, not covered in this guide).

To manage user, group, and machine accounts use the utilities provided by the smbldap-tools package. Here

are some examples:

To add a new user with a home directory:

sudo snbl dap-useradd -a -P -m usernane

The -a option adds the Samba attributes, and the -P option calls the smbldap-passwd utility after the user is
created allowing you to enter a password for the user. Finaly, -m creates alocal home directory. Test with

the getent command:

getent passwd usernane

If you don't get aresponse, then your libnss-ldap configuration isincorrect.

To remove a user:

sudo snbl dap-userdel username

In the above command, use the -r option to remove the user's home directory.

To add a group:

sudo snbl dap- groupadd -a groupnane

Asfor smbldap-useradd, the -a adds the Samba attributes.

To make an existing user amember of a group:

sudo snbl dap- groupnod - m user nane groupnane

The -m option can add more than one user at atime by listing them in comma-separated format.

To remove a user from a group:

sudo snbl dap-groupnod -Xx username groupnane

To add a Samba machine account:
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sudo snbl dap-useradd -t O -w usernane

Replace username with the name of the workstation. The -t 0 option creates the machine account without
adelay, while the -w option specifies the user as a machine account. Also, note the add machine script
parameter in/ et c/ sanba/ snb. conf was changed to use smbldap-useradd.

There are utilities in the smbldap-tools package that were not covered here. Hereis a complete list:

snbl dap- gr oupadd37
snbl dap- gr oupdel 38
snbl dap- gr ouprmd39
snbl dap- gr oupshow40
snbl dap- passwd41
snbl dap- popul at e
snbl dap- user add®
snbl dap- user del a4
snbl dap- useri nf 0%
snbl dap- userli st 46
snbl dap- user nmod*

snbl dap- user show™®

42

2.4. Resources

» For more information on installing and configuring Samba see Chapter 18, Samba [p. 305] of this
Ubuntu Server Guide.

» There are multiple places where LDAP and Samba is documented in the upstream Samba HOWTO
Collection®.

« Regarding the above, see specifically the passdb section®.
« Although dated (2007), the Linux Samba-OpenLDAP HOWTO™" contains valuable notes.

« The main page of the Samba Ubuntu community documentation® has a plethora of links to articles that may
prove useful.

37 http://manpages.ubuntu.com/manpages/en/man8/smbl dap-groupadd.8.html
38 http://manpages.ubuntu.com/manpages/en/man8/smbldap-groupdel .8.html
39 http://manpages.ubuntu.com/manpages/en/man8/smbl dap-groupmod.8.html
40 http://manpages.ubuntu.com/manpages/en/man8/smbl dap-groupshow.8.html
4 http://manpages.ubuntu.com/manpages/en/man8/smbl dap-passwd.8.html
42 http://manpages.ubuntu.com/manpages/en/man8/smbldap-popul ate.8.html
43 http://manpages.ubuntu.com/manpages/en/man8/smbl dap-useradd.8.html
4“4 http://manpages.ubuntu.com/manpages/en/man8/smbldap-userdel .8.html
45 http://manpages.ubuntu.com/manpages/en/man8/smbl dap-userinfo.8.html
46 http://manpages.ubuntu.com/manpages/en/man8/smbldap-userlist.8.html
47 http://manpages.ubuntu.com/manpages/en/man8/smbl dap-usermod.8.html
48 http://manpages.ubuntu.com/manpages/en/man8/smbl dap-usershow.8.html
49 http://samba.org/sambaldocs/man/Samba-HOWTO-Collection/

50 hitp://samba. org/sambaldocs/man/Samba-HOWTO-Col lection/passdb. html
51 http://downl oad.gna.org/smbl dap-tool s/docs/samba-| dap-howto/

52 https://hel p.ubuntu.com/community/Samba#samba-dap
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3. Kerberos

Kerberosis a network authentication system based on the principal of atrusted third party. The other two
parties being the user and the service the user wishes to authenticate to. Not all services and applications can
use Kerberos, but for those that can, it brings the network environment one step closer to being Single Sign
On (SSO).

This section covers installation and configuration of a Kerberos server, and some example client
configurations.

3.1. Overview

If you are new to Kerberos there are a few terms that are good to understand before setting up a Kerberos
server. Most of the terms will relate to things you may be familiar with in other environments:

» Principal: any users, computers, and services provided by servers need to be defined as Kerberos
Principals.

 |Instances. are used for service principals and special administrative principals.

» Realms: the unique realm of control provided by the Kerberosinstallation. Think of it as the domain or
group your hosts and users belong to. Convention dictates the realm should be in uppercase. By defaullt,
ubuntu will use the DNS domain converted to uppercase (EXAMPLE.COM) as the realm.

» Key Distribution Center: (KDC) consist of three parts, a database of all principals, the authentication
server, and the ticket granting server. For each realm there must be at least one KDC.

» Ticket Granting Ticket: issued by the Authentication Server (AS), the Ticket Granting Ticket (TGT) is
encrypted in the user's password which is known only to the user and the KDC.

» Ticket Granting Server: (TGS) issues service tickets to clients upon request.

 Tickets: confirm the identity of the two principals. One principal being a user and the other a service
requested by the user. Tickets establish an encryption key used for secure communication during the
authenticated session.

» Keytab Files: are files extracted from the KDC principal database and contain the encryption key for a
service or host.

To put the pieces together, a Realm has at least one KDC, preferably more for redundancy, which contains
adatabase of Principals. When a user principal logs into aworkstation that is configured for Kerberos
authentication, the KDC issues a Ticket Granting Ticket (TGT). If the user supplied credentials match, the
user is authenticated and can then request tickets for Kerberized services from the Ticket Granting Server
(TGS). The service tickets alow the user to authenticate to the service without entering another username and
password.
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3.2. Kerberos Server

3.2.1. Installation

For this discussion, we will create aMIT Kerberos domain with the following features (edit them to fit your
needs):

¢ Realm: EXAMPLE.COM

» Primary KDC: kdcOl.example.com (192.168.0.1)

» Secondary KDC: kdc02.example.com (192.168.0.2)

e User principal: steve

e Admin principal: steve/admin

It is strongly recommended that your network-authenticated users have their uid in a different range
(say, starting at 5000) than that of your local users.

Before installing the Kerberos server a properly configured DNS server is needed for your domain. Since
the Kerberos Realm by convention matches the domain name, this section uses the EXAMPLE.COM domain
configured in Section 2.3, “ Primary Master” [p. 169] of the DNS documentation.

Also, Kerberosis atime sensitive protocol. So if the local system time between a client machine and the
server differs by more than five minutes (by default), the workstation will not be able to authenticate. To
correct the problem all hosts should have their time synchronized using the same Network Time Protocol
(NTP) server. For details on setting up NTP see Section 4, “ Time Synchronization” [p. 55].

Thefirst step in creating a Kerberos Realm isto install the krb5-kdc and krb5-admin-server packages. From a

terminal enter:

sudo apt install krb5-kdc krb5-adm n-server

You will be asked at the end of the install to supply the hostname for the Kerberos and Admin servers, which
may or may not be the same server, for the realm.

By default the ream is created from the KDC's domain name.

Next, create the new realm with the kdb5_newrealm utility:

sudo krb5 newreal m

3.2.2. Configuration

The questions asked during installation are used to configure the/ et ¢/ kr b5. conf file. If you need to adjust
the Key Distribution Center (KDC) settings simply edit the file and restart the krb5-kdc daemon. If you need
to reconfigure Kerberos from scratch, perhaps to change the realm name, you can do so by typing
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sudo dpkg-reconfigure krb5-kdc

1. Oncethe KDC is properly running, an admin user -- the admin principal -- is needed. It is recommended
to use a different username from your everyday username. Using the kadmin.local utility in aterminal
prompt enter:

sudo kadmi n. | ocal

Aut henticating as principal root/adm n@XAMPLE. COM wi t h password.

kadmi n. | ocal : addprinc steve/adnn

WARNI NG no policy specified for steve/adm n@XAMPLE. COM defaulting to no policy
Enter password for principal "steve/adm n@XAMPLE. COM':

Re-enter password for principal "steve/adm n@XAMPLE. COM' :

Princi pal "steve/ adm n@XAMPLE. COM' cr eat ed.

kadnmi n.local: quit

In the above example steve isthe Principal, /admin is an Instance, and @EXAMPLE.COM signifiesthe
realm. The "every day" Principal, ak.a. the user principal, would be steve@EXAMPLE.COM, and should
have only normal user rights.

Replace EXAMPLE.COM and steve with your Realm and admin username.
2. Next, the new admin user needs to have the appropriate Access Control List (ACL) permissions. The
permissions are configured in the/ et ¢/ kr bSkdc/ kadnb. acl file:

st eve/ adm n@XAMPLE. COM *

This entry grants steve/admin the ability to perform any operation on all principalsin the realm. Y ou can
configure principals with more restrictive privileges, which is convenient if you need an admin principal
that junior staff can usein Kerberos clients. Please see the kadmb.acl man page for details.

3.  Now restart the krb5-admin-server for the new ACL to take affect:

sudo systenttl restart krb5-adm n-server. service

4. Thenew user principal can be tested using the kinit utility:

kinit steve/admn
st eve/ adm n@XAMPLE. COM s Passwor d:

After entering the password, use the klist utility to view information about the Ticket Granting Ticket
(TGT):

klist
Credentials cache: FILE:/tnp/krb5cc_1000
Princi pal: steve/ adm n@XAMPLE. COM

| ssued Expires Princi pal
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Jul 13 17:53:34 Jul 14 03:53:34 Kkrbtgt/EXAMPLE. COM@EXAMPLE. COM

Where the cache filename kr b5cc_1000 is composed of the prefix kr bscc_ and the user id (uid), whichin
this case is1000. Y ou may need to add an entry into the/ et ¢/ host s for the KDC so the client can find
the KDC. For example:

192.168.0.1 kdc01. exanpl e. com kdc01

Replacing 192.168.0.1 with the IP address of your KDC. This usually happens when you have a
Kerberos realm encompassing different networks separated by routers.

5. Thebest way to allow clients to automatically determine the KDC for the Realm is using DNS SRV
records. Add the following to/ et c/ naned/ db. exanpl e. comi

_kerberos. _udp. EXAMPLE. COM IN SRV 1 0 88 kdcOl.exanple.com
_kerberos. _tcp. EXAMPLE. COM IN SRV 1 0 88 kdcOl.exanple.com
_kerberos. _udp. EXAMPLE. COM IN SRV 10 0 88 kdc02. exanpl e. com
_kerberos. _tcp. EXAMPLE. COM IN SRV 10 0 88 kdc02. exanpl e. com
_kerberos-adm _tcp. EXAMPLE.COM IN SRV 1 0 749 kdcOl. exanpl e. com
_kpasswd. _udp. EXAMPLE. COM IN SRV 1 0 464 kdcOl. exanpl e. com

Replace EXAMPLE.COM, kdc01, and kdc02 with your domain name, primary KDC, and
secondary KDC.

See Chapter 8, Domain Name Service (DNS) [p. 166] for detailed instructions on setting up DNS.

Y our new Kerberos Realm is now ready to authenticate clients.

3.3. Secondary KDC

Once you have one Key Distribution Center (KDC) on your network, it is good practice to have a Secondary
KDC in case the primary becomes unavailable. Also, if you have Kerberos clients that are in different
networks (possibly separated by routers using NAT), it iswise to place a secondary KDC in each of those
networks.

1. First, install the packages, and when asked for the Kerberos and Admin server names enter the name of
the Primary KDC:

sudo apt install krb5-kdc krb5-adm n-server

2. Once you have the packages installed, create the Secondary KDC's host principal. From aterminal
prompt, enter:

kadnm n -q "addprinc -randkey host/kdc02. exanpl e. cont

After, issuing any kadmin commands you will be prompted for your username/
admin@EXAMPLE.COM principa password.
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10.

Extract the keytab file:

kadm n -q "ktadd -norandkey -k keytab. kdc02 host/kdc02. exanpl e. cont

There should now be akeyt ab. kdc02 in the current directory, move thefileto/ et ¢/ kr b5. keyt ab:

sudo nv keytab. kdc02 /etc/krb5. keyt ab

If the path to the keyt ab. kdc02 file is different adjust accordingly.

Also, you can list the principalsin a Keytab file, which can be useful when troubleshooting, using the
klist utility:

sudo klist -k /etc/krb5. keytab

The -k option indicates the file is a keytab file.

Next, there needsto be akpropd. acl file on each KDC that lists all KDCs for the Realm. For example,
on both primary and secondary KDC, create/ et ¢/ kr b5kdc/ kpr opd. acl :

host / kdc01. exanpl e. com@XAMPLE. COM
host / kdc02. exanpl e. com@XAMPLE. COM

Create an empty database on the Secondary KDC:

sudo kdb5 util -s create

Now start the kpropd daemon, which listens for connections from the kprop utility. kprop is used to
transfer dump files:

sudo kpropd -S
From aterminal on the Primary KDC, create a dump file of the principal database:

sudo kdb5_util dunp /var/lib/krb5kdc/ dunp

Extract the Primary KDC's keytab file and copy it to/ et ¢/ kr b5. keyt ab:

kadm n -q "ktadd -k keytab. kdc01 host/kdcOl. exanpl e. cont
sudo nv keytab. kdcO1 /etc/krb5. keyt ab

Make sure there is a host for kdcO1.example.com before extracting the Keytab.
Using the kprop utility push the database to the Secondary KDC:

sudo kprop -r EXAMPLE. COM -f /var/li b/ krb5kdc/ dunp kdc02. exanpl e. com
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There should be a SUCCEEDED message if the propagation worked. If thereis an error
message check / var /| og/ sysl og on the secondary KDC for more information.

Y ou may also want to create a cron job to periodically update the database on the Secondary KDC. For
example, the following will push the database every hour (note the long line has been split to fit the
format of this document):

# mh dom non dow conmmand
0 * * * * [usr/sbin/kdb5_util dunmp /var/lib/krb5kdc/dunp &&
[usr/sbin/kprop -r EXAMPLE. COM -f /var/li b/ krb5kdc/ dunp kdc02. exanpl e. com

11. Back on the Secondary KDC, create a stash file to hold the Kerberos master key:

sudo kdb5 util stash
12. Finadly, start the krb5-kdc daemon on the Secondary KDC:

sudo systenct|l start krb5-kdc. service

The Secondary KDC should now be able to issue tickets for the Realm. Y ou can test this by stopping the
krb5-kdc daemon on the Primary KDC, then by using kinit to request aticket. If all goes well you should
receive aticket from the Secondary KDC. Otherwise, check / var /1 og/ sysl og and/ var/ | og/ aut h. | og in the
Secondary KDC.

3.4. Kerberos Linux Client

This section covers configuring a Linux system as a Kerberos client. Thiswill allow accessto any kerberized
services once a user has successfully logged into the system.

3.4.1. Installation

In order to authenticate to a Kerberos Realm, the krb5-user and libpam-krb5 packages are needed, along with
afew othersthat are not strictly necessary but make life easier. To install the packages enter the followingin a
terminal prompt:

sudo apt install krb5-user |ibpamkrb5 |ibpamccreds auth-client-config

The auth-client-config package allows simple configuration of PAM for authentication from multiple sources,
and the libpam-ccreds will cache authentication credentials allowing you to login in case the Key Distribution
Center (KDC) isunavailable. This package is also useful for laptops that may authenticate using Kerberos
while on the corporate network, but will need to be accessed off the network as well.

3.4.2. Configuration

To configure the client in aterminal enter:
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sudo dpkg-reconfigure krb5-config

Y ou will then be prompted to enter the name of the Kerberos Realm. Also, if you don't have DNS configured
with Kerberos SRV records, the menu will prompt you for the hostname of the Key Distribution Center (KDC)
and Realm Administration server.

The dpkg-reconfigure adds entries to the/ et ¢/ kr b5. conf file for your Realm. Y ou should have entries
similar to the following:

[11 bdefaul ts]
defaul t _real m = EXAVMPLE. COM
[ real ns]
EXAMPLE. COM = {
kdc = 192.168.0.1

adm n_server = 192.168.0.1
}

If you set the uid of each of your network-authenticated users to start at 5000, as suggested in
Section 3.2.1, “ Installation” [p. 147], you can then tell pam to only try to authenticate using
Kerberos users with uid > 5000:

# Kerberos should only be applied to | dap/kerberos users, not |ocal ones.
for i in common-auth comobn-sessi on comon-account common- password; do
sudo sed -i -r \

-e 's/pamKkrb5.so mi ni mum ui d=1000/ pam kr b5. so ni ni mum ui d=5000/" \

/ et c/ pam d/ $i

done

Thiswill avoid being asked for the (non-existent) K erberos password of alocally authenticated user
when changing its password using passwd.

Y ou can test the configuration by requesting aticket using the kinit utility. For example:

ki nit steve@:XAMPLE. COM
Password for steve@XAMPLE. COu

When aticket has been granted, the details can be viewed using Klist:

kli st
Ti cket cache: FILE:/tnp/krb5cc_1000
Def ault principal: steve@XAVMPLE. COM

Valid starting Expires Service principa

07/ 24/ 08 05:18:56 07/24/08 15:18:56 kr bt gt/ EXAMPLE. COM@GEXAMPLE. COM
renew until 07/25/08 05:18:57
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Kerberos 4 ticket cache: /tnp/tkt1000
kl'ist: You have no tickets cached

Next, use the auth-client-config to configure the libpam-krb5 modul e to request aticket during login:

sudo auth-client-config -a -p kerberos_exanpl e

Y ou will should now receive aticket upon successful login authentication.

3.5. Resources

« For moreinformation on MIT's version of Kerberos, see the MIT Kerberos™ site.
« The Ubuntu Wiki Kerberos™ page has more details.
« O'Rellly'sKerberos: The Definitive Guide™ is a great reference when setting up Kerberos.

« Also, feel free to stop by the #ubuntu-server and #kerberos IRC channels on Freenode™ if you have
Kerberos questions.

53 http://web.mit.edu/K erberos/

54 https://hel p.ubuntu.com/community/K erberos
55 hitp://oreilly.com/catal og/9780596004033/
56 http://freenode.net/
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4. Kerberosand LDAP

Most people will not use Kerberos by itself; once an user is authenticated (Kerberos), we need to figure out
what this user can do (authorization). And that would be the job of programs such as LDAP.

Replicating a Kerberos principa database between two servers can be complicated, and adds an additional
user database to your network. Fortunately, MIT Kerberos can be configured to use an LDAP directory
asaprincipal database. This section covers configuring a primary and secondary kerberos server to use
OpenLDAP for the principal database.

The examples presented here assume MIT Kerberos and OpenLDAP.

4.1. Configuring OpenLDAP

First, the necessary schema needs to be loaded on an OpenLDAP server that has network connectivity to
the Primary and Secondary KDCs. The rest of this section assumes that you also have LDAP replication
configured between at |east two servers. For information on setting up OpenLDAP see Section 1,

“ OpenLDAP Server” [p. 115].

It isalso required to configure OpenLDAP for TLS and SSL connections, so that traffic between the KDC and
LDAP server is encrypted. See Section 1.8, “ TLS' [p. 129] for details.

cn=adni n, cn=confi g iSauser we created with rights to edit the |dap database. Many timesit isthe
RootDN. Change its value to reflect your setup.

» Toload the schemainto LDAP, on the LDAP server install the krb5-kdc-ldap package. From aterminal
enter:

sudo apt install krb5-kdc-Idap
» Next, extract the ker ber os. schema. gz file:

sudo gzip -d /usr/share/doc/krb5-kdc-I| dap/ ker ber os. schema. gz
sudo cp /usr/share/doc/krb5-kdc- | dap/ ker beros. scherma /etc/| dap/ schena/

» The kerberos schema needs to be added to the cn=config tree. The procedure to add a new schemato slapd
isalso detailed in Section 1.4, “ Modifying the slapd Configuration Database” [p. 120].

1. First, create aconfiguration file named schema_convert . conf, or asimilar descriptive name,
containing the following lines:

i nclude /etc/|dap/schena/core. schema

i nclude /etc/l|dap/schena/collective.schenma
i nclude /etc/l|dap/schena/corba. schema

i nclude /etc/ldap/schena/ cosine. schenma

i nclude /etc/ldap/schena/ duaconf. schema

i nclude /etc/l|dap/scherma/ dyngroup. schenma
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ncl ude /etc/ | dap/schema/ i netorgperson. schema
ncl ude /etc/l dap/ schema/java. schenma

ncl ude /etc/ | dap/ schema/ m sc. schenma

ncl ude /etc/ | dap/schema/ ni s. schenma

ncl ude /etc/ | dap/ schema/ openl dap. schena

ncl ude /etc/ | dap/schema/ ppolicy. scherma

ncl ude /etc/ | dap/ schema/ ker ber os. schena

Create atemporary directory to hold the LDIF files:

nkdir /tnp/ldif_output

Now use slapcat to convert the schemafiles:

sl apcat -f schema_convert.conf -F /tnp/ldif_output -n0O -s \
"cn={ 12} ker ber os, cn=schemg, cn=confi g" > /tnp/cn=kerberos.|dif

Change the above file and path names to match your own if they are different.

Edit the generated / t np/ cn\ =ker ber os. | di f file, changing the following attributes:

dn: cn=ker beros, cn=schemm, cn=config
cn: kerberos

And remove the following lines from the end of the file:

structural oj ectC ass: ol cSchenaConfi g

entryUUl D: 18ccd010- 746b- 102d- 9f be- 3760cca765dc
creatorsNanme: cn=config

createTi nestanp: 20090111203515Z

entryCSN: 20090111203515. 326445Z#000000#000#000000
nodi fi ersNanme: cn=config

nmodi fyTi mest anp: 20090111203515Z

The attribute values will vary, just be sure the attributes are removed.

L oad the new schema with Idapadd:

sudo | dapadd -Q -Y EXTERNAL -H ldapi:/// -f /tnp/cn\=kerberos.|dif

Add an index for the krb5principalname attribute:

sudo | dapnodify -Q -Y EXTERNAL -H I dapi:///

dn: ol cDat abase={ 1} ndb, cn=confi g

add: ol cDbl ndex

ol cDbl ndex: krbPrinci pal Nane eq, pres, sub

nodi fying entry "ol cDat abase={ 1} ndb, cn=confi g"
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7. Finally, update the Access Control Lists (ACL):

sudo | dapnodify -Q -Y EXTERNAL -H | dapi:///

dn: ol cDat abase={ 1} ndb, cn=confi g
repl ace: ol cAccess
ol cAccess: to attrs=userPassword, shadowLast Change, kr bPri nci pal Key by
dn="cn=adni n, dc=exanpl e, dc=com’ wite by anonynous auth by self wite by * none
add: ol cAccess
ol cAccess: to dn. base=

by * read

add: ol cAccess
ol cAccess: to * by dn="cn=adm n, dc=exanpl e, dc=cont’ write by * read

nodi fying entry "ol cDat abase={1} ndb, cn=confi g"

That'sit, your LDAP directory is now ready to serve as a Kerberos principal database.

4.2. Primary KDC Configuration

With OpenLDAP configured it is time to configure the KDC.

o Firgt, install the necessary packages, from aterminal enter:

sudo apt install krb5-kdc krb5-adm n-server krb5-kdc-|dap
» Now edit/ et c/ kr b5. conf adding the following options to under the appropriate sections:

[1ibdefaul ts]
default_real m = EXAMPLE. COM

[ real ns]
EXAMPLE. COM = {
kdc = kdcO1. exanpl e. com
kdc = kdc02. exanpl e. com
admi n_server = kdcOl. exanpl e. com
admi n_server = kdc02. exanpl e. com
def aul t _domai n = exanpl e. com
dat abase_nodul e = openl dap_| dapconf

[ domai n_r eal n
. exanpl e. com = EXAMPLE. COM
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[ dbdef aul t s]
| dap_ker ber os_cont ai ner _dn = cn=kr bCont ai ner, dc=exanpl e, dc=com

[ dbrmodul es]
openl dap_| dapconf = {
db_library = kl dap
| dap_kdc_dn = "cn=adm n, dc=exanpl e, dc=cont

# this object needs to have read rights on
# the real mcontainer, principal container and real msub-trees
| dap_kadm nd_dn = "cn=adm n, dc=exanpl e, dc=cont

# this object needs to have read and wite rights on

# the real mcontainer, principal container and real msub-trees

| dap_service_password_file = /etc/krb5kdc/ service. keyfile

| dap_servers = | daps://|dap0l. exanpl e.com | daps:/ /| dap02. exanpl e. com
| dap_conns_per_server =5

Change example.com, dc=example,dc=com, cn=admin,dc=example,dc=com, and
Idap01.example.com to the appropriate domain, LDAP object, and LDAP server for your network.

» Next, usethe kdb5_Idap_util utility to create the realm:

sudo kdb5_ldap_util -D cn=adm n, dc=exanpl e, dc=com create -subtrees \
dc=exanpl e, dc=com -r EXAMPLE. COM -s -H | dap://| dap01. exanpl e. com

* Create a stash of the password used to bind to the LDAP server. This password is used by the ldap_kdc_dn
and Idap_kadmin_dn optionsin/ et ¢/ kr b5. conf :

sudo kdb5_ I dap_util -D cn=adm n, dc=exanpl e, dc=com stashsrvpw -f \
/ et c/ krb5kdc/ servi ce. keyfil e cn=adm n, dc=exanpl e, dc=com

» Copy the CA certificate from the LDAP server:

scp | dap0l:/etc/ssl/certs/cacert.pem.
sudo cp cacert.pem/etc/ssl/certs

And edit / et ¢/ | dap/ | dap. conf to use the certificate:

TLS _CACERT /etc/ssl/certs/cacert.pem

The certificate will also need to be copied to the Secondary KDC, to allow the connection to the
LDAP serversusing LDAPS.

e Start the Kerberos KDC and admin server:

sudo systenct|l start krb5-kdc. service
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